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ABSTRACT

The development of implicit time integration capabilities for axisymmetric full-F continuum simulations of ion neoclassical transport is
reported. The approach involves the implicit treatment of the gyrokinetic Vlasov equation coupled to the nonlinear Fokker–Planck collision
model in the long-wavelength limit approximation. To facilitate implicit simulations, advanced preconditioning of individual physics opera-
tors is developed, and a global multi-physics preconditioner is constructed by adopting an operator splitting methodology. The algorithm is
implemented in the finite-volume code COGENT and is applied to study neoclassical transport properties for both the main ion species and
the lithium impurity species in the closed-field-line region of the LTX-b tokamak. The implicit COGENT simulations elucidate the role of
non-local transport effects, while demonstrating substantial speedup over the corresponding explicit approach.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0280028

I. INTRODUCTION

Non-local ion kinetic effects play an important role in tokamak
plasma transport when variations in background profiles are compara-
ble to drift orbit excursions. This is often the case in the edge region,
which is characterized by steep plasma gradients and moderate colli-
sionality, allowing for the presence of wide banana orbits. Under such
conditions, the background distribution can substantially deviate from
a local Maxwellian, and a full-F kinetic (i.e., gyrokinetic) equation that
includes a detailed collision operator must be solved to capture key fea-
tures of plasma transport. Recognizing the importance of edge pro-
cesses in achieving a steady state burning fusion plasma, the
computational plasma physics community has been actively develop-
ing full-F edge gyrokinetic modeling capabilities over the last
decade.1–4 Such kinetic simulations are incredibly challenging due to
their high dimensionality, the presence of multiple temporal and spa-
tial scales, strong transport anisotropy, and complex divertor geometry
involving a magnetic separatrix surface.

An analysis of ion kinetic effects can be facilitated by adopting a
hybrid kinetic-fluid approach where the electron species is treated as a
fluid.4–9 Utilizing implicit time integration for a low-dimensional elec-
tron fluid system allows simulations to step over fast electron time
scales. As a result, a significant speed-up over current state-of-the-art
fully kinetic models can be achieved. Such hybrid implicit-explicit
(IMEX) approach where a high-dimensional ion kinetic system is

treated explicitly and a low-dimensional fluid electron system is han-
dled implicitly is implemented in the finite-volume code COGENT for
both 4D axisymmetric8 and 5D turbulence4,9 simulations of cross-
separatrix plasma transport. While the ion parallel transit and colli-
sional time scales have to be retained for adequate modeling of 5D
ion-scale turbulence, axisymmetric (4D) simulations that primarily
focus on quasi-stationary transport time scales can significantly benefit
from stepping over these fast ion scales.

In this paper, we report on the development of implicit time inte-
gration capabilities for axisymmetric full-F continuum simulations of
ion gyrokinetic transport with the COGENT code. Specifically, we dis-
cuss implicit treatment of the full-F gyrokinetic-Vlasov–Fokker–
Planck (gVFP) equation in the long-wavelength limit approximation.
To facilitate implicit simulations, advanced preconditioning of individ-
ual physics operators, such as Vlasov and nonlinear Fokker–Planck
operators, is developed. The global multi-physics preconditioner for
the entire gVFP operator is then constructed by adopting an operator
splitting methodology. Notably, the preconditioning of the gyrokinetic
Vlasov advection operator is distinguished by its use of highly efficient
algebraic multigrid solvers contained in the Hypre linear solver
library.10 The use of multigrid methods to solve nonsymmetric indefi-
nite systems, such as an advection equation, has historically been
highly problematic, but the recent development of the Approximate
Ideal Restriction approach11,12 provides a way to extend the benefits of
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multigrid algorithms beyond the symmetric, positive-definite systems
for which they are more commonly used.

As an illustrative example, the COGENT simulation model is
applied here to study neoclassical transport properties for both the
main ion (hydrogen) and the lithium impurity species in the closed-
field-line region of the Lithium Tokamak eXperiment-b13,14 (LTX-b).
Due to lithium’s retention of hydrogen and its isotopes, a lithium-wall
tokamak can exhibit reduced neutral production. This, in turn, can
lead to lower temperature gradients from core to edge and mitigated
temperature-driven anomalous transport. Under such conditions, neo-
classical ion heat transport, driven by ion–ion collisions, may play a
more significant role. Collisional particle transport of the lithium
impurity species is also of considerable importance, as its accumulation
in a tokamak core can lead to fuel dilution. Certain experimental sce-
narios (e.g., higher-recycling regime) on the LTX-b tokamak demon-
strate the radial length scale of electron temperature variations in the
edge region that can be the order of an ion banana width.14 Although
detailed ion temperature measurements are not available, non-local
ion transport effect can become important if an ion temperature exhib-
its a similar profile.

The COGENT hybrid kinetic-ion/fluid-electron model for the
simulations of hydrogen transport employs the long-wavelength limit
of the full-F gyrokinetic equation coupled to the quasi-neutrality equa-
tion for electrostatic potential variations, r � j ¼ 0, where a fluid
model is used for an electron response. For the highly conductive
closed-field-line region of LTX-b, the hybrid model shows good agree-
ment with the standard adiabatic, i.e., Boltzmann, electron model,
which is often used to study neoclassical ion transport on closed field
lines in both local and full-F simulations.15–19 The adiabatic electron
model, however, cannot be straightforwardly extended across the mag-
netic separatrix, in contrast to the hybrid model, which has been suc-
cessfully used to study edge plasma transport in diverter geometries.8

To assess the role of a collisional model, three options for ion–ion
collisions are compared: (i) the fully nonlinear Fokker–Planck opera-
tor,20,21 (ii) a linearized model collisional operator,19,22 and (iii) the
Lenard–Bernstein/Dougherty (LBD) collision operator23 that has often
been employed in full-F gyrokinetic simulations.2,9,24 Currently, only a
linearized collision model is available in COGENT to describe multi-
species collisions with a large mass difference, which is used here. This
model preserves the dependence of the Coulomb mean free path on
the relative velocity of the colliding species and has been verified to
recover Braginskii’s expression for the thermal and friction forces in a
highly collisional regime.25

A substantial speed-up of numerical calculations can be obtained
by utilizing implicit kinetic capabilities. In simulations of hydrogen
neoclassical transport, the time step is, however, constrained by the
timescale of collective electrostatic oscillations (e.g., geodesic acoustic
modes) due to limitations of our numerical algorithms. This, in turn,
can limit the advantage of using implicit time integration. In contrast,
for impurity transport simulations that assume the trace limit with a
fixed electric field, the full potential of the present implicit capabilities
can be realized, and a speed-up of over 10� is demonstrated. The effi-
ciency of the global multi-physics preconditioner is limited by the
operator splitting approximation even if individual physics operators,
i.e., the Vlasov operator and the Fokker–Planck operator, are well pre-
conditioned. Note that for the case of the LTX-b system modeled here,
the Courant-limited time steps corresponding to the advection and

collision operators are of the same order. Therefore, larger speed-up
factors can be expected when modeling physical systems in which stiff-
ness is dominated by a single term. For instance, this could occur in (i)
edge modeling, where cold regions near target plates make collisional
processes the dominant source of stiffness, or (ii) weakly collisional
transport in a hot core, where stiffness is primarily governed by the
advection operator.

The present paper is organized as follows. The simulation model
is described in Sec. II. The results of numerical simulations for the neo-
classical transport of the main ion (hydrogen) and impurity (lithium)
species are presented in Secs. III and IV, respectively. Finally, the con-
clusions of the present work are summarized in Sec. V.

II. SIMULATION MODEL
A. Model equations

The neoclassical simulations presented in this work use the 4D
axisymmetric version of the COGENT code that solves the long-
wavelength limit of a full-F ion gyrokinetic equation written in a con-
servative form

@ðB�
kifiÞ
@t

þ $ � _RiB
�
kifi

� �
þ @

@vk
_vkiB�

kifi
� � ¼ C B�

kifi
� �

: (1)

Here, fiðR; vk; lÞ denotes the ion gyroaveraged distribution function,
$ is the gradient with respect to R, and the phase-space guiding-center
velocities are given by

_R i ¼ 1
B�
ki

vkB� þ c
Zie

b� Zie$Uþ l$Bð Þ
� 	

; (2)

_vki ¼ � 1
miB�

ki
B� � Zie$Uþ l$Bð Þ; (3)

wheremi and Zi are the ion species mass and charge state, respectively,
e is the elementary charge, c is the speed of light, B ¼ B � b is the mag-
netic field with b denoting the unit vector along the field,
B�
i ðR; vkÞ � Bþ ðcmi=ZieÞvk$� b, B�

ki ¼ B�
i � b, and the long-

wavelength limit, k?qi � 1, is presently adopted for electrostatic
potential variations, UðR; tÞ, and collision models, C½B�

kifi�. Here, qi
¼ VTi=Xi is the particle thermal gyroradius, VTi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ti=mi

p
is the

thermal velocity, Xi ¼ ZieB=ðmicÞ is the cyclotron frequency, and k�1
?

represents the characteristic length-scale for variations in the electro-
static potential and distribution function perturbations. To assess the
role of a collisional model, three options are used to describe self-
hydrogen collisions: (i) the fully nonlinear Fokker–Planck opera-
tor,20,21 (ii) a linearized model collisional operator,19,22 and (iii) the
Lenard–Bernstein/Dougherty (LBD) collision operator23 that is often
employed in full-F gyrokinetic simulations.2,9,24 To describe collisions
between the lithium and hydrogen species, a linearized multi-species
collision model is used.25

The hybrid kinetic-ion/fluid-electron model describes the self-
consistent evolution of electrostatic potential perturbations by solving
the quasi-neutrality equation (r � j ¼ 0) for the vorticity variable4

- ¼ $? �
X
i

c2nimi

B2
$?U

 !
; (4)

coupled to a fluid model for an electron response
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1
ene
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Here, $? � $� bðb � $Þ is the perpendicular gradient operator,
vmi? � _R i?ðU ¼ 0Þ is the magnetic drift velocity corresponding to the
perpendicular component of the guiding center velocity in Eq. (2) for
the case of a zero potential, rk ¼ 1:96nee2se=me is the parallel electron
conductivity, with se denoting the basic electron collisional term given
by Braginskii,26 and Te is the electron temperature. For the case of
long-wavelength axisymmetric transport modeling we neglect the dia-
magnetic corrections, 	cB�1X�1

i D?pi, on the RHS of Eq. (4) as well
as the Reynolds-stress term and the polarization density correction
terms on the RHS of Eq. (5), assuming

ne ¼
X
i

Zini ¼
X
i

Zi
2p
mi

ð
dvkdlfiB�

ki: (6)

Equations (4)–(6) represent the COGENT vorticity model for self-
consistent variations of the electrostatic potential that needs to be cou-
pled with a model for an electron temperature. For simplicity, here we
consider a fixed electron temperature distribution, TeðR; tÞ ¼ TeðwÞ,
which is assumed to be uniform on magnetic flux surfaces, w.

In a highly conductive limit, the vorticity model in Eq. (5) is con-
sistent with the adiabatic electron model that is often used in the simu-
lations of long-wavelength neoclassical transport15–19 and ITG
turbulence27,28 in a tokamak core region,

$? �
X
i

c2mini
B2

$?U

 !
¼ e ne �

X
i

Zini
� �

; (7)

where

ne ¼ 1þ eU=Te � ehUi=Teð Þne0 : (8)

Here, hQi is the flux-surface average defined as the volume average of
Q between two neighboring flux surfaces, w and wþ dw, and ne0
¼Pi Zini0 corresponds to the density of a fixed local-Maxwellian
background. The consistency between the two models can be shown as
follows: In the long-wavelength limit, we can neglect the contribution
of the polarization density term on the LHS of Eq. (7) to the poloidal
variations of the electrostatic potential, which are then given by the
Boltzmann response, edU=Te 
 ðne � ne0Þ=ne0. The same result fol-
lows from the vorticity model in Eq. (5) assuming large values of the
parallel conductivity and small-amplitude density perturbations. Then,
the consistency of the solution for hUi in the two models can be dem-
onstrated by taking the time derivative of the flux-surface-averaged Eq.
(7) and comparing it with the flux-surface average of Eq. (5). For the
latter calculation, one can adopt the following useful relationships:

hBrkð…Þi ¼ 0, $ �
h
pe
B $� bþ b�rB

B

� �i
¼ $ � � $?pe�b

B

� �
, andD

$ � � $?pe�b
B

� �E


D
$ � �ene

$?U�b
B

� �E
. In obtaining the last rela-

tionship, we made use of the Boltzmann response for poloidal varia-
tions of the electrostatic potential, dU. Finally, we note that although

the adiabatic electron model is simpler to implement and solve, it can-
not be straightforwardly extended across the magnetic separatrix.4 In
contrast, the hybrid model has been successfully used to study edge
plasma transport in divertor geometries with both 4D axisymmetric8

and 5D turbulence4,9 versions of the COGENT code.

B. Boundary conditions

The phase-space advection operator in the ion gyrokinetic equa-
tion [Eq. (1)] requires specification of “inflow” fluxes at the phase-space
boundaries. Two types of simulations are performed in this work, for
which we use different sets of boundary conditions. The simulations of
hydrogen transport are performed on a short (collisional) time scale to
evaluate neoclassical heat fluxes corresponding to given background
plasma profiles. Here, it is instructive to note that using the standard
gyrokinetic model on longer (transport) time scales has limited validity
(e.g., for a background electric field) unless non-intrinsically ambipolar
processes are present.29,30 For the hydrogen simulations, the inflow
fluxes are computed from the initial locally Maxwellian distribution
and they are maintained fixed throughout the simulation.

Trace lithium simulations, which assume a fixed hydrogen back-
ground and a fixed electrostatic potential distribution, are performed
over a long transport time scale until the impurity species profiles
reach saturation. These simulations utilize an ad hoc flux-driven radial
boundary condition, in which inflow phase-space fluxes are adjusted at
each time step to maintain prescribed values of the total (i.e., combined
inflow and outflow) radial fluxes of particles, heat, and angular
momentum. In more detail, the inflow distribution function is
assumed to have the following form at a radial boundary

f inBC ¼ FM n;V k;T
� �"

1þ dn
n

þ
m vk � V k
� �

T
dVk

þ
m vk � V k
� �2

2T
þ lB

T
� 3
2

0
@

1
A dT

T

3
75: (9)

Here, FM denotes a Maxwellian distribution, and n, V k, and T are the
scalar values corresponding to the poloidally averaged density, parallel
velocity, and temperature moments of the distribution function, f outbnd ,
which is extrapolated from the interior to the radial boundary of the
simulation domain and describes the outflow fluxes. Note that the dis-
tribution function in Eq. (9) corresponds to the linearization of
FMðn þ dn;V k þ dVk;T þ dTÞ. At each time step, the scalar pertur-
bations dn, dVk, and dT are found from the following linear system:

Kin
n ¼

þ
dA
ð ð

Vin
dr

dvkdl
2p
m

j _R � ewjKnB
�
kf

in
BC

�
þ
dA
ð ð

Vout
dr

dvkdl
2p
m

j _R � ewjKnB
�
kf

out
bnd : (10)

Here, Kin
n denotes the inward radial fluxes of particle (n ¼ 1),

angular momentum (n ¼ 2), and energy (n ¼ 3) integrated over the
flux-surface area with an area element, dA. The corresponding
kernel functions are given by K1 ¼ 1, K2 ¼ mðI=BÞvk, and
K3 ¼ mv2k=2þ lBþ ZeU. The velocity integral limits Vin

drðVout
dr Þ select

particles with drift velocities Vdr ¼ _R � ew directed inside (outside) the
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simulation domain, ew is the unit vector normal to a magnetic flux sur-
face, directed outward, and the subscript i (denoting ions) is suppressed
to simplify notation. The constraints in Eq. (10) enforce matching of
the total fluxes of the particle, angular momentum, and energy through
a radial boundary with the prescribed values, Kin

n . In particular, a zero
particle flux boundary condition is used in the simulations of lithium
transport at the inner radial boundary to compensate for the fact that
the COGENT simulation domain cannot be extended all the way to the
magnetic axis.

Available radial boundary conditions for a potential include the
standard Dirichlet and Neumann conditions as well as the “consistent”
condition that can be applied on the radial closed-flux-surface
boundaries:4,8

X
i

c2nimi

B2
j$wj2

* +
@U
@w

¼
X
i

ðt
0
dth$w � jii: (11)

The constraint in Eq. (11) enforces the balance between the total charge
carried through the radial boundary by the neoclassical ion current and
the polarization current. This consistent condition enables numerical
solutions with a non-vanishing Er at the inner radial boundary and alle-
viates the need for radial buffer regions. Such regions are often included
in global simulations that employ standard zero-Neumann conditions
and use buffer zones to diffuse profile gradients. Finally, imposing the
boundary condition in Eq. (11) on both the inner and outer radial
boundaries in the case of annular geometry ensures that Eqs. (7) and
(8) have a valid solution. Note that imposing zero-Neumann boundary
conditions on both radial boundaries would require artificially main-
taining zero total (i.e., volume-integrated) charge for the solvability of
the adiabatic electron model in Eqs. (7) and (8).

C. Numerical implementation

The hybrid kinetic-ion/fluid-electron simulation model is solved
in the COGENT code using the additive Runge–Kutta (ARK)
implicit–explicit (IMEX) approach,21 which provides consistent time
integration up to fourth order in Dt while treating selected stiff terms
implicitly. This scheme has been successfully applied to the modeling
of ion-scale turbulence, where the explicit 5D ion gyrokinetic equation
is coupled with the 3D implicit field/fluid model.31 Here, to simplify
the computationally expensive implicit solution of the Vlasov operator,
we take an electrostatic field to be fixed during an IMEX time step
update of the ion gyrokinetic equation. The field is only updated at the
end of a step by solving Eq. (5). Although such assumption reduces the
time integration accuracy of the hybrid kinetic-fluid system, its impact
may be minimal for neoclassical transport simulations that focus on
quasi-stationary solutions. It is, however, instructive to note that the
fixed E-field approximation may limit the stability of our IMEX
approach for stepping over collective electrostatic oscillations, such as
geodesic acoustic modes (GAMs). The implementation of the nonlin-
ear Fokker–Planck operator is similarly simplified by keeping the
Rosenbluth potentials fixed during a time step. In this case, the implicit
collision operator becomes “mathematically” linear in the equation
governing the implicit time step advance.

Under the fixed electric field/Rosenbluth potential approxima-
tion, a linear implicit system derived from the gyrokinetic Vlasov–
Fokker–Planck equation is solved using the Generalized Minimal
Residual (GMRES) method.32 To facilitate the linear solve, COGENT

employs a multi-physics preconditioning framework. In this approach,
a global preconditioner is constructed by combining individual pre-
conditioners, each developed separately for distinct physics terms,
using the operator-splitting methodology

I � aDt
X
k

Jk 

Y
k

I � aDtJkð Þ: (12)

Here, Jk represents different physics operators, e.g., the gyrokinetic
Vlasov and the Fokker–Planck operators, and a is a constant coeffi-
cient dependent on the order of the ARK scheme and the stage num-
ber. The right-hand side of Eq. (12) is used for global preconditioning,
which corresponds to the sequential application of individual precon-
ditioner operators. Notably, inverting the operator on the right-hand
side of Eq. (12) simply implies the consecutive inversion of the individ-
ual preconditioners.

The individual preconditioner operators for the collisional and
the gyrokinetic Vlasov terms are constructed as follows: The develop-
ment of preconditioning for the implicit treatment of the Fokker–
Planck operator is described in detail in Ref. 21. It is based on a lower-
order velocity-space discretization of the operator, with the resulting
sparse matrix inverted using the Gauss–Seidel method. The same
methodology is used to precondition the LBD collision operator and
the stiff test-particle term of the linearized multi-species collision oper-
ator. The latter collision model is used in the implicit simulations of
the lithium impurity species transport.

Efficient preconditioning of the Vlasov operator requires solving
a linear system in the full phase space dimension with a non-
symmetric and indefinite coefficient matrix. COGENT solves this lin-
ear system using the Approximate Ideal Restriction (AIR) option in
the BoomerAMG algebraic multigrid solver contained in the Hypre
linear solver library.10 The use of multigrid methods to solve nonsym-
metric indefinite systems has historically been highly problematic, but
the recent development of the AIR approach, including several var-
iants, provides a way to extend the benefits of multigrid algorithms
beyond the symmetric, positive-definite systems for which they are
more commonly used.11,12 To further enhance the efficiency and
robustness of the implicit Vlasov solver, COGENT allows the precon-
ditioner to be defined using a lower-order discretization than that used
for the Vlasov operator itself. To achieve high-order spatial accuracy,
higher-order upwind schemes (here, third-order) are routinely
employed to discretize the Vlasov operator. The preconditioner, is
however, typically constructed using a first-order upwind scheme
(UW1). The low-order preconditioner yields a sparser matrix, for
which robust AMG solver performance is observed, while also provid-
ing efficiency even for relatively large time steps.

An electrostatic potential in the hybrid kinetic-ion/fluid-electron
system is determined from the vorticity model in Eq. (5) that contains
fast electron time scales associated with high plasma conductivity,
scond 	 ðk2?=k2kÞðc2

P
i nimi=ðrkB2ÞÞ. Although in axisymmetric simu-

lations the ratio of the perpendicular to parallel wave-vectors in potential
perturbations is bounded by k?=kk �B=Bh, this time scale is neverthe-
less much faster than the ion cyclotron time period for typical tokamak
parameters. For instance, for the parameters characteristic of LTX-b,
ne 	 1013 cm�3, Te 	 100 eV, B=Bh 	 4 we obtain scondxci 	 10�4.
Therefore, the electrostatic vorticity model must be treated implicitly.

In the present work, a simple first-order backward Euler method is
used to find an electrostatic potential solution at the end of a time step

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 32, 083904 (2025); doi: 10.1063/5.0280028 32, 083904-4

VC Author(s) 2025

 18 Septem
ber 2025 01:10:08

pubs.aip.org/aip/php


$? �
c2
X
i

mini

B2
$?

Ulþ1 � Ul

Dt

0
@

1
A

þBrk
rk
B
rkUlþ1

� �
¼ RHS: (13)

Here, Dt is a time step size and the RHS of Eq. (13) represents all
remaining terms in Eq. (5). The ion density and the RHS terms are
evaluated from the ion distribution function at the end of the lth time
step. The solution of the strongly anisotropic elliptic operator in Eq.
(13) is facilitated by making use of parallel algebraic multigrid (AMG)
solvers contained in the Hypre library.10 Finally, we note that the time-
dependent boundary condition in Eq. (11) is updated explicitly in
time.

The IMEX hybrid model [in Eqs. (1) and (5)] is verified against
the fully explicit adiabatic electron model [in Eqs. (1), (7), and (8)], for
which developing an efficient approach to solving the field equations
[Eqs. (7) and (8)] is necessary. Although COGENT offers various
methods for handling sparsely coupled elliptic equations, the presence
of the flux-surface averaged potential on the right-hand side of Eq.
(8)—which governs the evolution of the radial electric field—introdu-
ces dense (long-range, non-local) coupling. To address this, COGENT
employs “sub-space” iterations, where the flux-surface averaged com-
ponent, hUi, and the poloidally varying component, dU ¼ U� hUi,
are solved alternately. These components belong to orthogonal func-
tional subspaces, and the iterations continue until the combined solu-
tion satisfies the original gyrokinetic Poisson equation. Further details
of this approach can be found in Ref. 4.

III. SIMULATIONS OF THE HYDROGEN NEOCLASSICAL
TRANSPORT

Here, we present the results of full-F COGENT simulations of
hydrogen neoclassical transport for parameters characteristic of the
LTX-b experiment. The magnetic geometry used in the simulations is
shown in Fig. 1. The poloidal magnetic flux function, w, is obtained by
performing axisymmetric free-boundary equilibrium reconstructions
of tokamak plasmas using the PSI-Tri equilibrium code.33 The toroidal
magnetic field is specified by RB/ ¼ const, with the on-axis magnetic
field given by B0 ¼ 3 kG. Here, R is the major radius coordinate. A
coarse version of the flux-aligned COGENT grid is illustrated in
Fig. 1(a). The grid is chosen to be non-orthogonal in order to minimize
non-uniformities in the poloidal cell size. COGENT simulations ignore
the presence of the limiter wall and span the radial region of
wN ¼ ð0:15; 1:1Þ. Here, wN ¼ ðw� waxisÞ=ðwLCFS � waxisÞ is the nor-
malized poloidal magnetic flux function with waxis and wLCFS denoting
the poloidal flux values at the magnetic axis and the last closed flux
surface, respectively. The annular geometry is artificially extended
beyond the last closed flux surface to reduce the influence of boundary
conditions imposed at the outer radial boundary. For the same reason,
the characteristic LTX-b background plasma profiles for the plasma
density and electron temperature,14 which are used for initialization,
are arbitrarily flattened in the near-boundary region, wN > 0:9. To
demonstrate the efficiency of the implicit algorithms, a higher-
recycling regime with stronger temperature variations and higher colli-
sionality is considered.14 The initial ion temperature is assumed to be
half of the electron temperature.13,14

The results of numerical simulations employing a hybrid kinetic-
ion/fluid electron model in Eqs. (1) and (5) is shown in Figs. 2–4. The
boundary conditions for electrostatic potential correspond to a zero-
Dirichlet BC at the outer radial boundary and to the consistent BC in
Eq. (11) at the inner radial boundary. A locally Maxwellian distribu-
tion function, with the ion density and temperature profiles shown in
Fig. 2(a) and a zero parallel velocity moment, is used for the initializa-
tion and to specify the inflow flux at the radial boundaries. The base-
line grid resolution is given by Nw ¼ 44, Nh ¼ 32, Nvk ¼ 64, and

Nl ¼ 49, and the velocity domain extent corresponds to �3:25VTi

FIG. 1. Magnetic geometry of the COGENT simulations: (a) shows the poloidal flux
function together with a coarse version of the flux-aligned computational mesh and
the limiter wall (thick black curve) and (b) shows the magnetic safety factor (black)
and the outer midplane (OMP) values of the poloidal magnetic field (blue) plotted
against the radial distance from the tokamak axis. The simulation domain spans the
region of wN ¼ ð0:15; 1:1Þ. The vertical dashed lines in Frame (b) illustrate the
radial position of the magnetic flux surfaces corresponding to wN ¼ ð0:5; 0:9; 1Þ.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 32, 083904 (2025); doi: 10.1063/5.0280028 32, 083904-5

VC Author(s) 2025

 18 Septem
ber 2025 01:10:08

pubs.aip.org/aip/php


� vk � 3:25VTi and 0 � l � 6:3T0=B0, where VTi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2T0=mi

p
,

T0 ¼ 100 eV, and mi ¼ mp is a proton mass. The convergence studies
presented in Figs. 3(b) and 4(a) confirm that the baseline grid resolu-
tion yields a converged numerical solution.

The simulation is advanced for the short (collisional) time period
of tsim ¼ 112R0=VTi, during which the initial transient processes (e.g.,
GAMs) are relaxed and a quasi-stationary solution is reached [see
Fig. 3(a)]. We note that running this simulation for a much longer
(transport) timescale and allowing the profile evolution to saturate
may result in a compromised solution for the background radial elec-
tric field and toroidal rotation, as pointed out in Ref. 29. The quasi-
stationary solution for the hydrogen density and temperature is illus-
trated in Fig. 2(a). While the radial particle flux is quickly suppressed
and the density evolution is minimal, difference between the initial
and final temperature profiles is more pronounced emphasizing the
role of non-local effects measured by KBi=LTi in Fig. 2(b). Here, LTi
¼ Tið@Ti=@RÞ�1 is the radial length scale for the final hydrogen tem-
perature variations, KBi ¼ qiðB/=BhÞ

ffiffiffiffiffiffiffiffiffiffi
r=R0

p
is the characteristic ther-

mal banana orbit width, r ¼ R� R0 is the minor radius coordinate,

and R0 is the radial coordinate of the magnetic axis. In addition,
Fig. 2(b) illustrates the characteristic hydrogen collisionality using the
ratio qR0=ðVTisiiÞ, where s�1

ii ¼ ð4=3Þ ffiffiffi
p

p
nie4m

�1=2
i T�3=2

i lnK is the
basic ion–ion collision frequency given by Braginskii.26 A weakly colli-
sional regime, qR0=ðVTisiiÞ < 1, is observed across the entire simula-
tion domain.

Figure 4 shows the neoclassical transport power profile in the
final state

Q ¼
þ
dA
ð ð

dvkdl
2p
mi

_Rw

miv2k
2

þ lBþ ZieU

� �
B�
kifi: (14)

Here, _Rw denotes the projection of the ion drift velocity on the out-
ward radial direction. To assess the role of the collisional model, we

FIG. 2. Simulation results for the hydrogen profiles: (a) shows the OMP profiles for
the initial (dashed curves) and final (solid curves) states and (b) illustrates the nor-
malized parameters for the collisionality (solid curve) and the nonlocal effects
(dashed curve) obtained for the final state. The dotted curve in frame (a) illustrates
the electron temperature profile that is maintained fixed in the simulations. The
baseline grid resolution ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ is used for the
simulations. FIG. 3. Simulation results for the radial electric field: (a) shows the time history

measured at r ¼ 0:14m (OMP) for the grid resolution given by ðNw;Nh;
Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ and (b) shows the final-state OMP profile for the refer-
ence (solid) and higher (dashed) spatial grid resolutions corresponding to
(44,32,64,49) and (88,64,64,49), respectively. The results from the hybrid (vorticity)
model, shown in blue, are compared with the results from the adiabatic (Boltzmann)
electron model, shown in red. The dotted black curve illustrates the simplified theo-
retical estimate in Eq. (16).
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present the results of numerical simulations for the full-nonlinear
Fokker–Planck operator,20,21 a model linearized operator,19,22 and the
Lenard–Bernstein/Dougherty (LBD) operator.23 For the LBD operator,
the velocity-independent collision frequency coefficient is given by
s�1
ii . It is readily seen that the LBD collision model significantly over-
predicts the neoclassical flux. The linearized collision model adopts the
initial Maxwellian for the background ion distribution and it agrees
with the nonlinear Fokker–Planck models within 	40%. In addition,
the simulation results are compared with a simplified analytical for-
mula derived for a weakly collisional neoclassical ion heat flux in a
large aspect ratio circular geometry:34

qNC ¼ 1:35e1=2
B2

B2
h

niTi

mix2
cisi





 @Ti

@R





: (15)

The results from the hybrid-model simulations employing the
quasi-neutrality equation for the vorticity variable [Eq. (5)] are com-
pared with the counterpart simulations that solve the gyrokinetic
Poisson equation [Eq. (7)] coupled with the adiabatic electron response
[Eq. (8)]. Both the time dependent evolution and the final quasi-
stationary profile for the radial electric field are found to be in good
agreement (see Fig. 3). As previously mentioned in Sec. II, the adiabatic
electron model in Eqs. (7) and (8) uses the consistent Neumann-like
BC at both radial boundaries, in contrast to the vorticity model that is
subject to a zero-Dirichlet BC at the outer radial boundary. As a result,
a boundary layer may develop near the outer radial boundary in the
hybrid-model simulations as seen in Fig. 3(b) for the case where the
spatial resolution is increased by a factor of two, i.e., Nw ¼ 88,
Nh ¼ 64. The layer is apparently formed to mediate the transition
from a poloidally uniform (zero) boundary condition to a poloidally
non-uniform interior solution that closely follows the poloidal density
variations (i.e., the Boltzmann response), as enforced by the last term
on the right-hand side of Eq. (5). It is important to note that the
numerical solution for the radial electric field is well-converged outside
this boundary layer. In addition, the simulation results for the radial
electric field are compared with a simplified analytical formula derived
for a neocalssical radial electric field in a weakly collisional regime
for a large aspect ratio circular geometry:34

ENC
w ¼ 1

eni
rPi � ew � 1:17

e
rTi � ew � B

B/

BhVi;k
c

: (16)

Here, Vi;k, Ti, and Pi are the ion parallel flow velocity, temperature,
and pressure, respectively, and Bh and B/ are the projections of the
magnetic field onto the poloidal and toroidal directions.

Finally, we discuss the performance efficiency of our implicit time
integration approach for the hybrid-model simulations. The time his-
tory of the radial electric field obtained in the “explicit” and “implicit”
simulations with the baseline grid resolution is shown in Fig. 5. For
both time integration methods, the vorticity equation is advanced
using the implicit backward Euler method, and the fixed E-field
assumption is applied when advancing the gyrokinetic equation. The

FIG. 4. Simulation results for the hydrogen neoclassical transport power in the final state:
Frame (a) illustrates the convergence studies where the bottom black curve corresponds
to the explicit simulations with the velocity resolution of ðNvk ;NlÞ ¼ ð32; 24Þ and the
virtually indistinguishable top curves correspond to the implicit simulations with Dt ¼
0:11R0=V Ti and the velocity grid resolutions of (64,49) (128,49) and (64,98). To demon-
strate the time integration accuracy, the top curves also include the results of explicit sim-
ulations for the baseline resolution (64,49) illustrated by the black dashed curve. The
spatial grid resolution corresponds to ðNw;NhÞ ¼ ð44; 32Þ. Frame (b) shows the results
of the baseline grid resolution ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ simulations for the
different choices of the ion–ion collisional model and compares them with the simplified
theoretical estimate in Eq. (15).

FIG. 5. The results of the explicit (solid) and implicit (dashed) simulations for the
radial electric field measured at r ¼ 0:14m (OMP). The baseline grid resolution
ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ is used for the simulations.
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explicit and implicit approaches differ in how they advance the gyroki-
netic equation: either using a fourth-order explicit Runge–Kutta (RK4)
scheme (explicit approach) or a second-order implicit additive Runge–
Kutta (ARK2) scheme (implicit approach). The CFL-limited time
step for the explicit simulations is approximately given by
Dt exp ¼ 0:037R0=VTi ¼ 0:1 ls. Due to the presence of diffusive terms
in the collision operator, the Fokker–Planck collision model limits the
overall time step. However, the CFL-limited time step for the gyroki-
netic advection, i.e., the Vlasov operator, is only marginally larger,
DtADV 
 2DtCLS. Two sets of the implicit simulations use time steps of
Dtimp ¼ 0:11R0=VTi ¼ 3Dt exp and Dtimp ¼ 0:22R0=VTi ¼ 6Dt exp. As
mentioned earlier (see Sec. II), the fixed E-field assumption together
with the explicit advance of the consistent boundary condition limits
the accuracy and stability of the “implicit” simulations discussed here.
This becomes apparent from Fig. 5 showing spurious ringing of the
numerical solution for Dtimp ¼ 6Dt exp, which however eventually
relaxes to the correct steady-state. A further increase in the time step
leads to a numerical instability.

Making use of the implicit approach provides the speedup of the
baseline-resolution simulations by the factors of 1.4� and 2.6� for the
cases of Dtimp ¼ 0:11R0=VTi and Dtimp ¼ 0:22R0=VTi, respectively,
as compared to the explicit simulations. We note that to reduce the
computational expense associated with calculating the Rosenbluth
potentials in the Fokker–Planck operator and to make it comparable
to that of the advection operator (in the explicit case), the Rosenbluth
potentials are updated only every ten steps, with virtually no difference
observed in the solution. As expected, enhanced speedup is observed
in the simulations with 2� higher velocity resolution [shown in
Fig. 4(a)] that require 4� smaller time step for the stable explicit time
integration. For the case of Dtimp ¼ 0:11R0=VTi the speedup from
using the implicit modeling increases to 6.8�. It is also interesting to
note the LBD collision model is observed to impose more severe CFL
constraint as compared to the Fokker–Planck model for the same
velocity grid resolution. As a result, a speedup of 4.6� is observed in
the simulations with the LBD collision and the baseline grid resolution
[see Fig. 4(b)] when using Dtimp ¼ 0:11R0=VTi. Finally, we mention
that the COGENT simulations are run on the Dane cluster of the
Lawrence Livermore National Laboratory (LLNL) HPC system.35 The
baseline-grid simulations use 224 cores and require approximately
8.5min of wall time for the implicit calculations with the Fokker–
Planck collision model and Dtimp ¼ 0:22R0=VTi.

IV. SIMULATIONS OF THE LITHIUM NEOCLASSICAL
TRANSPORT

The full-F neoclassical transport modeling of the lithium impu-
rity species assumes the trace limit and utilizes the fixed background
solution for the hydrogen species, along with the electrostatic potential
variations obtained in Sec. III. The model linearized multi-species colli-
sion operator developed in Ref. 25 is employed to describe the colli-
sions between the lithium and hydrogen species. The background
Maxwellian distribution functions used for linearization of the lithium
and hydrogen species in the collision model are assumed to share the
hydrogen temperature and a zero parallel velocity moment. Under
these assumptions, the collisional operator is consistent with the
Sugama model.36 The goal of the present studies is to obtain a steady-
state transport solution for the lithium species consistent with the zero
lithium particle source inside the simulation domain. To compensate
for the fact that the COGENT simulation domain cannot be extended

all the way to the magnetic axis, the total (i.e., flux-surface integrated)
zero particle flux boundary condition in Eq. (10) is used at both radial
boundaries. Due to the presence of strong collisional exchange in
energy and parallel momentum between the lithium and hydrogen
species, particular boundary values of the total angular momentum
and energy fluxes carried by the lithium may be of lesser importance,
and we arbitrarily set them to zero. We note that nearly the same shape
of the steady-state lithium density was obtained in simulations with a
prescribed Maxwellian inflow BC at the outer radial boundary and a
zero-flux BC at the inner radial boundary.

The fully ionized (Z ¼ 3) lithium species is initialized with a local
Maxwellian distribution, which has the background hydrogen tempera-
ture, a zero parallel flow, and a poloidally uniform density
n0Li ¼ nð0:25� ðtanhðð0:5� wNÞ=0:2ÞÞ þ 0:75Þ, where n is an arbi-
trary constant. Two choices for the grid resolution are used to
investigate numerical convergence: the baseline ðNw;Nh;Nvk ;NlÞ
¼ ð44; 32; 64; 49Þ and the coarse-velocity resolution (44, 32, 32, 28).
For each case, the background hydrogen distribution and the potential
profile are specified as the quasi-stationary (final) solutions of the
corresponding hydrogen simulations described in Sec. III. The lithium
velocity domain extent is given by �3:25VTZ � vk � 3:25VTZ

and 0 � l � 6:3T0=B0, where VTZ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2T0=mZ

p
, T0 ¼ 100 eV, B0

¼ 3 kG, andmZ ¼ 6:94mp is the lithium atomic mass.
The steady-state solutions for the lithium density and tempera-

ture are shown in Figs. 6 and 7. Saturation of the density profile evolu-
tion [see Fig. 8(a)] is consistent with vanishing of the normalized
particle flux [see Figs. 8(b) and 8(c)],

CN ¼ C
�1
þ
dA
ð ð

dvkdl
2p
mZ

_RwB
�
kZfZ ; (17)

where C ¼ ðq2
Z=a

2ÞnVTiS is the normalization coefficient, a ¼ 18 cm
is the minor radius, qZ ¼ VTZmZc=ðZeB0Þ ¼ 4mm is the characteris-
tic gyroradius of a lithium ion, and S ¼ 2:4m2 is the flux-surface area
measured at the middle of the simulation domain. The final lithium
density profile can be elucidated by analyzing the radial force balance
equation for the lithium species,

Ze
c
n Vf � Bð Þ � ew þ ZenE � ew �rP? � ew ¼ 0; (18)

where the flow velocity is specified by

nVf ¼ 2p
m

ð
dvkdl _RfB�

k �
c
Ze

r� 2p
m

ð
dvkdlblfB�

k; (19)

P? ¼ ð2p=mÞ Ð dvkdlðl=BÞfB�
k, and we suppressed the subscript

denoting lithium ions to simplify notation. Note that the first term on
the RHS of Eq. (19) corresponds to the flow of guiding centers and the
second term, representing the curl of the plasma magnetization,
describes the diamagnetic flow.37 Figure 9 illustrates the physical terms
in Eq. (18). In the absence of strong toroidal rotation sources, the sim-
ulations show close balance between the lithium pressure gradient
term and the background radial electric field. This result, along with
similar values for the hydrogen and lithium temperatures, TLi

	 TH [see Fig. 6(b)] leads to the relation @ðnLiTHÞ=@r 	 ZLienLiEr .
Stronger variations in the lithium density, as compared to the hydro-
gen density, are now explained by the higher value of the lithium
charge state, ZLi ¼ 3.
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Figure 9 also illustrates the sum of all terms on the RHS of Eq.
(18), which are found to be in very close balance. It is, however,
instructive to note that the long-wavelength limit of the gyrokinetic
equation inherently enforces perpendicular force balance as part of its

formulation. Indeed, evaluating the ion flow in Eq. (19) by making use
of Eq. (2), we obtain

nVf ¼ nVkbþ cn
E� b
B

þ c
Pk
ZeB

r� bþ c
P?
ZeB2

b�rB

� c
Ze

r� b
P?
B

� �
; (20)

where Vk; Pk
� � ¼ ð2p=mÞ Ð dvkdl n�1vk;mv2k

n o
fB�k. In deriving

Eq. (20), we neglected the small difference between B�
k and B in the

velocity moments calculation. The difference is of the order of
ðqi=LBÞB and would only contribute to second-order corrections in
the perpendicular force balance. Introducing the magnetic field curva-
ture j and making use of r� b ¼ bb � r � bþ b� j, we readily
obtain

Ze
c
nVf � Bþ ZenE? � $?P? � Pk � P?ð Þj ¼ 0: (21)

Apart from the pressure anisotropy corrections, Eq. (21) is consistent
with the simplified force balance in Eq. (18).

FIG. 6. The steady-state lithium OMP profiles of the (a) density, (b) temperature, and (c) the normalized banana width and collisionality for the baseline grid resolution parame-
ters ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ. Frames (a) and (b) also show solutions (dashed curves) obtained with the coarse velocity grid resolution ðNvk ;NlÞ ¼ ð32; 24Þ. The
hydrogen density and temperature profiles measured in the final quasi-stationary state of the hydrogen neoclassical simulations [see Fig. 2(a)] are shown for comparison in
frames (a) and (b). The vertical dotted lines in frame (b) illustrate the radial position of the magnetic flux surfaces corresponding to wN ¼ ð0:64; 0:94Þ, where the poloidal
asymmetries are analyzed.

FIG. 7. The steady-state lithium profiles of the (a) density and (b) temperature. The
baseline grid resolution ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ is used for the
simulation.

FIG. 8. Particle transport properties in the lithium neoclassical simulations: (a) shows the time history of the normalized density measured at various radial locations in the
implicit (solid) and explicit (dashed) simulations, (b) shows the time history of the total radial particle flux in Eq. (17) measured at r ¼ 0:12m, and (c) shows the radial profile of
the total particle flux measured at t ¼ 0:24ms (solid) and t ¼ 2:8 ms (dashed).
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It is important to investigate the role of non-local effects and
impurity poloidal asymmetries, which may become pronounced in the
outer-core region characterized by steeper background gradients.
Poloidal density asymmetries in impurity species are routinely mea-
sured in tokamaks and can be used for numerical model validation.
Figure 6(c) illustrates the characteristic measure of the non-local
effects, KBZ=LTZ , and the lithium collisionality, qR0=ðVTZsZiÞ in
the final steady-state. Here, KBZ ¼ qZðB/=BhÞ

ffiffiffiffiffiffiffiffiffiffi
r=R0

p
and

s�1
Zi ¼ ðmi=mZÞð4=3Þ

ffiffiffiffiffi
2p

p
niZ2e4m�1=2

i T�3=2
i lnK. Note that the

increase in the value of KBZ=LTZ in the region r > 0:13m is consistent
with an increased deviation in the hydrogen and lithium temperatures.
The relative poloidal variations in the lithium density and temperature
are also found to increase toward the outer core region. Measured by
the ratio of a maximum to a minimum value within the same flux sur-
face, the poloidal variations in the lithium density (temperature)

increase from 1.10 (1.1) to 1.3 (1.5) when evaluated at wN ¼ 0:64 and
wN ¼ 0:94, respectively. For comparison, the poloidal variations in the
hydrogen density and temperature evaluated at wN ¼ 0:94 are given by
1.05 and 1.25, respectively.

We now examine the performance efficiency of our implicit time
integration approach for lithium transport simulations. With the elec-
tric field held fixed in the trace-impurity limit, the fully implicit simu-
lations are expected to achieve second-order time integration accuracy,
employing an ARK2 scheme for advancing the gyrokinetic equation in
time. Figure 8(a) shows excellent agreement between the results of
implicit and explicit simulations for the coarse velocity resolution case.
The explicit simulations use an RK4 scheme with the stable time step,
Dt exp ¼ 0:125 ls, limited by the stiff collision term. The implicit simu-
lations use Dtimp ¼ 5 ls ¼ 40Dt exp and demonstrate a 6� speedup. In
contrast to the limited stability of the hydrogen transport IMEX simu-
lations, the fully implicit lithium simulations are stable for any value of
the time step. However, the efficiency of the multi-physics precondi-
tioning approach, which relies on the operator-splitting approxima-
tion, degrades as Dtimp increases. In the present simulations, about 10
preconditioned GMRES iterations are required to achieve a relative tol-
erance of 1.0 � 10�3. The baseline-grid simulations use the same
implicit time step Dtimp ¼ 5 ls, which is about 160� larger than the
stable time step for the corresponding explicit simulations. The
implicit calculations require about 20 preconditioned GMRES
iterations to achieve a relative tolerance of 1.0 � 10�3 and provide an
14� speedup. For comparison, only three preconditioned GMRES
iterations are needed to achieve the same tolerance when inverting the
collision and Vlasov operators separately. The baseline (coarse veloc-
ity) resolution simulations use 224 (64) cores of the LLNL Dane clus-
ter35 and require approximately 23 (8.3) min of wall time per 1ms of
physical time for the implicit time integration approach.

Finally, we comment on the role of anomalous transport in impu-
rity simulations. Anomalous transport is driven by microturbulence
perturbations and can significantly impact the impurity accumulation
process, which occurs on a long (transport) timescale. To assess its
influence, an ad hoc radial transport model is used in 4D (axisymmet-
ric) COGENT simulations.8 A general version of this model, which
can reproduce the particle and energy anomalous transport matrix
commonly used in fluid simulations, is described in detail elsewhere.38

In the present work, we employ a simplified form by introducing the
following radial diffusion term to the right-hand side of Eq. (1)

FIG. 9. Radial force balance terms [see Eq. (18)] for the lithium species measured
in the final steady state. The dashed curve illustrates the sum of all terms on the
LHS of Eq. (18). The baseline grid resolution ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ
is used for the simulation.

FIG. 10. Role of anomalous transport in trace impurity simulations. The frames show the steady-state OMP profiles of the lithium density (a), temperature (b), and contributions
to the radial force balance (c). The results from the simulations without anomalous transport (shown in Figs. 6 and 8) are illustrated in frames (a)–(c) with the dashed curves.
Frame (b) also shows the hydrogen temperature profile (red curve). The baseline grid resolution ðNw;Nh;Nvk ;NlÞ ¼ ð44; 32; 64; 49Þ is used in all simulations.
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TAN B�
kifi

� � ¼ $ � DAN$w B�
ki f i

� �� �
: (22)

Here, $w � ewðew � $Þ denotes the radial gradient operator, and the
diffusion coefficient is taken as DAN ¼ 1:0m2 s�1. The operator in Eq.
(22) is evaluated subject to a zero-flux boundary condition,
$wðB�

kifiÞ ¼ 0, imposed at the radial boundaries. The results of the

lithium simulations, including the ad hoc anomalous transport model,
are shown in Fig. 10 for the case of the baseline grid resolution. As
expected, the presence of the radial diffusion term relaxes the lithium
profile gradients and mitigates impurity accumulation [see Fig. 10(a)].
Measured by the ratio of the outer midplane lithium density computed
at the inner (core) and outer (edge) radial boundaries, the accumula-

tion factor drops from ncoreLi =nedgeLi 
 100 to ncoreLi =nedgeLi 
 20 when
anomalous transport effects are added. We also note that the decrease
in the lithium pressure gradient force due to anomalous particle trans-
port is compensated by an increased V � B contribution to the radial
force balance [see Fig. 10(c)].

For the numerical simulation illustrated in Fig. 10, the implicit
time step Dtimp ¼ 5 ls is about 1.5� larger than the CFL-limited time
step for the anomalous transport operator. Although a suitable precon-
ditioner for phase-space diffusion is not currently available in
COGENT, the operator in Eq. (22) is nevertheless included as an
implicit term in the IMEX formulation. As a result, a 1.35� slowdown
in the simulations is observed. Developing an effective preconditioner
for phase-space diffusion will be the subject of our future work.

V. CONCLUSIONS

In this paper, we report the development and application of
implicit time integration capabilities for axisymmetric full-F contin-
uum simulations of neoclassical ion transport using COGENT. The
numerical model is applied to the transport simulations of the main
ion (hydrogen) and impurity (lithium) species in the closed-field-line
region of the LTX-b experiment. The hydrogen species simulations are
performed on a collisional timescale to obtain neoclassical transport
fluxes and self-consistent electrostatic potential variations correspond-
ing to a plasma background profile characteristic of LTX-b. This
quasi-stationary hydrogen solution is then used to perform lithium
simulations on a transport timescale under the trace-limit approxima-
tion. The hydrogen simulations employ the hybrid kinetic-ion/fluid-
electron model and consider three ion–ion collision models in order to
assess the role of a collision operator in a weakly collisional transport
regime. These models include the full-nonlinear Fokker–Planck opera-
tor, a model linearized operator, and the Lenard–Bernstein/Dougherty
(LBD) operator. The simulations demonstrate moderate (	40%) over-
prediction of neoclassical transport power by the linearized model and
significant over-prediction (	150%) by the LBDmodel.

The lithium simulations employ a model multi-species linearized
collision operator to describe interaction with the fixed hydrogen back-
ground. Lithium profiles are evolved until a steady-state transport
solution consistent with a zero lithium particle source is obtained. To
compensate for the limited COGENT simulation domain, which does
not extend to the magnetic axis, a zero-flux boundary condition is
imposed. The simulations reveal substantial accumulation of impurity
species in the core region, ncoreLi =nedgeLi 
 100, which is elucidated by
analyzing the radial force balance in the final state. In the absence of
an external source of toroidal momentum, as assumed in the present
model, the radial force balance is found to be dominated by the

electrostatic and the pressure-gradient forces, @nLiTLi=@r 	 ZLienLiEr .
Collisional energy exchange between lithium and hydrogen leads to
similar temperatures TLi 	 TH . Consequently, steeper lithium density
variations are required to maintain force balance due to its larger
charge state (ZLi ¼ 3). Including the effects of anomalous transport,
modeled via an ad hoc radial diffusion term with DAN ¼ 1:0m2 s�1, is
observed to relax the lithium density profile and reduce the core accu-
mulation factor to ncoreLi =nedgeLi 
 20. Additionally, poloidal impurity
asymmetries are examined. The poloidal variations increase with the
strength of non-local effects and reach approximately 30% and 50% in
the near-edge density and temperature profiles, respectively.

The use of implicit time integration enables a substantial
speedup in the numerical simulations. In the hydrogen simulations
that employ the fixed E-field approximation during the time step
evolution of the gyrokinetic equation, the stable implicit time step
size is limited by collective processes such as geodesic acoustic
modes (GAMs). Nevertheless, higher-velocity-resolution simula-
tions with the Fokker–Planck operator achieve a speedup of
approximately 7�. In the trace-limit lithium simulations, which
assume a fixed electrostatic potential, there is no stability limit on
the time step. However, the performance of the multi-physics pre-
conditioner, based on an operator-splitting approach, may degrade
as Dt increases. Baseline velocity resolution implicit simulations,
using a time step 160� larger than the CFL-limited explicit stable
time step, demonstrate a speedup of 14�.

Finally, we note that for the case of the LTX-b core region
modeled here, the Courant-limited time steps corresponding to
the advection and collision operators are of the same order. As a
result, the efficiency of the global multi-physics preconditioner,
which is constructed by using an operator-split approach, may be
limited. Larger speed-up factors relative to explicit simulations
can be expected when modeling physical systems in which stiff-
ness is dominated by a single process, such as strong ion–ion col-
lisions in cold plasma regions near divertor plates. Our future
work will explore the performance of the implicit kinetic capabil-
ities in COGENT for edge plasma modeling in divertor geome-
tries, including simulations of lithium transport for the
upcoming NSTX-U facility.
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