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Magnetic confinement devices use strong magnetic fields to confine fusion

grade plasmas for the purpose of producing fusion energy. Fully understanding

plasma transport in these devices is crucial for the realization of a fusion reactor.

The plasma transport is governed mostly by anomalous (turbulent) processes. Fur-

thermore, the edge region is characterized by strong gradients in plasma profiles

leading to coherent convecting structures known as plasma blobs that can domi-

nant the far edge transport. This Thesis work is concerned with a characterization

of plasma blob dynamics through a combination of theoretical investigations and

3D simulations of the collisional Braginskii equations using the code BOUT++.

Another topic of this Thesis is the modeling of mean profile evolution due to fluc-

tuating anomalous transport. The model is a formulated as a kinetic extension of

fluid models and is implemented into the 2D2V gyrokinetic code COGENT.
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Chapter 1

Introduction

The central focus of this Thesis concerns plasma transport in the edge region

of magnetic confinement devices. Magnetic confinement devices are designed to

study confinement of fusion grade plasmas using strong magnetic fields. Before

discussing the specific topics of this Thesis, it is worth while to first answer some

basic questions such as, what is fusion energy, how do magnetic confinement devices

work, and why is plasma transport in the edge region of these devices important

to study?

1.1 Background

The hydrogen isotopes deuterium (H2) and tritium (H3) will fuse together to

form an alpha particle (He4) with 3.5MeV of kinetic energy and a neutron with

14.1MeV of kinetic energy when they are brought close enough together that the

attractive strong nuclear force overcomes the repulsive electrostatic force. Ob-

taining energy from fusion is an attractive alternative to current forms of energy

production for electrical power plants such as nuclear fission and the burning of

carbon based fossil fuels like gas and coal. Fossil fuels have relatively low energy

densities ( 25−50MJ/kg) and emit harmful amounts of bi-products into the atmo-

sphere. Nuclear fission has an extremely high energy density (∼ 8.0 × 107MJ/kg)

1
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and produces no air pollutants, but can be dangerously unstable, since fission is

a chain reaction, and produces radioactive waste with half-lifes on the order of

thousands of years [1]. Fusion energy, on the other hand, has a higher energy den-

sity than both carbon and fission (∼ 3.3 × 108MJ/kg), poses no risk of unstable

meltdown, and produces no carbon emissions. Nuclear waste created by the high

energy neutrons may still be an issue, but it is believed that this can be minimized

by controlling what materials are exposed to the high energy neutron flux.

There are two basic requirements that need to be satisfied in order for fusion

energy to be a viable energy source. First, the DT fuel needs to be heated to

temperatures on the order of 10keV for enough fusion reactions to take place.

This is equivalent to about 100 million degrees Celsius and any substance at this

temperature will inevitably be in a plasma state. A plasma is an ionized state of a

gas that occurs when the thermal energy is large enough to prevent the negatively

charged electrons from recombining with the positively charged ions. The second

requirement is that ignition of fuel takes place, which means that the plasma energy

is confined long enough that the fusion power produced is sufficient to maintain

the fuel at fusion conditions with minimal or no external heating sources.

The energy confinement requirement needed to reach ignition precludes con-

finement with material vessels alone since any contact with material surfaces would

quickly cool off the very thin plasma. One approach to confine fusion grade plas-

mas is to leverage the fact that a plasma consist of independently charged particles,

which have a difficult time crossing magnetic fields, and confine the plasma using

strong magnetic fields. This is known as magnetic confinement. One of the most

promising magnetic confinement devices for a fusion reactor are toroidally shaped

devices known as tokamaks [2]. The toroidal shape is used to obtain full 3D con-

finement since charged particles are free to move along magnetic field lines. A

basic example of a tokamak is shown in Fig. 1.1. The toroidal magnetic fields are

produced by currents flowing through coils wrapped poloidally around the exterior

of the device. A smaller poloidal field that leads to a helical shape of the magnetic

field lines, which is mostly induced by the plasma current flowing in the toroidal
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direction, is also required for equilibrium where the magnetic pressure balances

the thermal pressure of the plasma.

The interior of magnetic confinement devices can be separated into two main

regions - the core, which is characterized by closed magnetic field lines, and the

edge, also known as the scrape-off layer (SOL), where the field lines end on ma-

terial surfaces. The edge region forms the boundary between the hot core and

the material surfaces of the device. The core plasma performance is limited by

cross field plasma transport from the core to the edge that is limited by how well

the edge plasma transport can be controlled and the tolerable concentrations of

particle and heat fluxes on the material surfaces. The particle and heat fluxes

on material surfaces must be held to a tolerable limit not only to limit unwanted

wall materials entering the core of the plasma (pollution) and radiating away the

energy, but also to maintain the integrity of the device and to limit retention of

radioactive hydrogen isotopes in the wall of the vessel [3].

Figure 1.1: Example diagram of tokamak.

The ideal cross field plasma transport mechanisms in a tokamak is collisional

diffusion. Collisional transport in a torus is known as neoclassical transport and

is an extension of collisional transport in a magnetized cylinder that accounts for
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the toroidal geometry effects on the particle orbits [4]. The tokamak edge region is

designed so that plasma entering the edge region from the core will flow along the

field lines to divertor or limiter regions where the plasma can be recycled and the

particle and heat loads can be tolerated. However, cross field plasma transport is

found to be dominated by turbulent (anomalous) processes and the radial fluxes

are much larger than that predicted by neoclassical theories [5]. Furthermore, since

the core-edge boundary is the transition region between the hot core and the cooler

SOL, the transport in this region is further complicated due to strong gradients

in plasma profiles that lead to strong bursty-like convective transport. This latter

process leads to concentrated plasma fluxes reaching the tokamak walls on time

scales short compared to that for the plasma to flow to the divertor regions. A

lack of predictive capabilities for the edge plasma transport that stems from a lack

of understanding is one of the main limiting factors in achieving thermonuclear

fusion in magnetic confinement devices.

1.2 Dissertation Outline

A detailed description of anomalous cross-field transport in the edge of mag-

netic confinement devices is one of the most challenging issues in magnetic con-

finement physics [5–10]. In general, the turbulent fluctuations are electromagnetic

in nature, but, at least in low β ≡ 8πnT/B2 systems, the turbulence is largely

electrostatic [2,6,11]. The enhanced cross field plasma flux is a result of the E×B

drift associated with the electrostatic fluctuations. The main goal of tokamak

transport studies is to understand the physics of the transport well enough that

the radial particle and heat fluxes can be determined. However, due to the complex

nature of anomalous edge transport, this is not so easily accomplished. One of the

complicating features of edge turbulence is the broad range of observed density

fluctuations ranging from ∼ 5% of the background density near the last closed flux

surface to " 100% in the far SOL [10].

The relatively large amplitude density perturbations in the edge region are
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associated with coherent field-aligned structures known as plasma blobs. These

blobs are strongly convective and contribute about 50% of the total cross field

plasma transport near the last closed flux surface [12]. Furthermore, at least in

low-confinement discharged (L-mode), these blobs are consider to dominate the

transport in the far SOL [13]. Plasma blobs are formed as a result of turbulent

processes in the core-edge boundary and bring dense clumps of plasma across the

SOL to the material walls on time scales short compared to the parallel loss time.

The creation and propagation of a blob in the SOL during an experiment on the

NSTX tokamak is shown in Fig. 1.2 [14]. Although plasma blobs are formed as a

result of the plasma turbulence in the core-edge boundary, the evolution of plasma

blobs propagating through the less dense far SOL can be treated as individual

entities and studied separately from the fine scale plasma turbulence.

Figure 1.2: Creation and propagation of plasma blob in SOL of NSTX tokmamak [14].

Images are produced using GPI diagnostics. The toroidal direction is into the page, the

solid line represents the last closed flux surface, and the dashed line represents the limiter

shadow region. This blob has an approximate radius of ∼ 2cm and avection velocity of

∼ 1km/s.

In situations where the amplitude of the turbulent fluctuations are small

compared to the background parameters, the mean profiles drive the turbulent

fluctuations, which in turn alter the mean profiles and self-consistent modeling

is of course required for precise transport studies [15, 16]. However, since the

time and spatial scales of the turbulent fluctuations are much smaller than the

mean parameter transport scales, the mean profile evolution due to anomalous

processes are typically studied separately from the generation and details of plasma

turbulence. This is done by using models to represent the effects of turbulent

transport on the mean profiles.
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The work presented in this Thesis focuses on a characterization of the evolu-

tion of plasma blobs and the modeling of mean profile evolution due to anomalous

transport. It should be mentioned that, although the discussion above was mainly

tokamak oriented, plasma turbulence in toroidal devices shares many similarities

with turbulence in linear and helical devices. Thus, the results of this Thesis work

are not limited to tokamaks alone, but can be applicable to magnetic confinement

devices in general. An overview of each chapter in this Thesis is outlined below.

A lot of the work presented in this Thesis is related to the flute mode instability

and or drift waves. Both of these modes are common linear modes in magnetized

plasmas. A brief review of the basic physics of both is given in Appendix A.

1.2.1 Ch. 2: Effects of Parallel Electron Dynamics on

Plasma Blobs

Almost all work to date on plasma blobs have ignored effects of the parallel

variation of parameters along the field line on the 2D cross field dynamics by

invoking different closure schemes to represent the parallel physics. However, it

has recently been suggested that 3D dynamics may indeed be important to better

understand what is seen in experiments [17]. The 3D effects on sheath connected

plasma blobs that result from parallel electron dynamics are examined in this

Chapter by allowing for the variation of blob density and potential along the

magnetic field line and using collisional Ohm’s law to model the parallel current

density. The parallel current density from linear sheath theory, typically used

in the 2D model, is implemented as parallel boundary conditions. This model

includes electrostatic 3D effects, such as resistive drift waves and blob spinning,

while retaining all of the fundamental 2D physics of sheath connected plasma blobs.
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1.2.2 Ch. 3: Drift Wave Dispersion Relation for Arbitrar-

ily Collisional Plasma

One of the main results of Ch. 2 is that the collisionally resistive drift wave

instability can dissipate plasma blobs. However, the dominant unstable modes that

affect plasma blobs are found to exist in parameter regimes that only marginally

satisfy several of the assumptions considered for the validity of the reduced colli-

sional fluid equations used in the study. Namely, the neglect of parallel electron

heat flow and finite electron mean free path. How the mode structure and growth

rate of the drift wave instability would be altered due to these effects is addressed

in this Chapter by generalizing the standard local linear analysis of drift waves in

a plasma slab to be valid for arbitrarily collisional electrons. The role of finite ion

temperature on the dominant unstable modes is also addressed.

1.2.3 Ch. 4: Model Drag-Diffusion Collision Operator for

Kinetic Codes

Numerical simulation of velocity space collisions in a plasma poses many chal-

lenging tasks. In some situations, the detailed relaxation of a species to thermo-

dynamic equilibrium is not important and more computationally efficient ”model”

operator can be used in kinetic codes. These ”model” operators may not be ob-

tainable from any limiting situation of the full nonlinear Fokker-Planck collision

operator in a plasma, but still relax the distribution function to thermodynamic

equilibrium while satisfying the appropriate conservation properties. One such

model is the Fokker-Planck collision operator for Brownian motion. It is demon-

strated in this Chapter how this operator can be used as a model for like-like par-

ticle collisions in a plasma. The structure of this operator is particularly appealing

for kinetic codes because the conservation of density, momentum, and energy can

be obtained exactly numerically with little computational effort.
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1.2.4 Ch. 5: Anomalous Transport Model for Kinetic Sim-

ulations

The time scale of turbulent fluctuations is much smaller than that of the

mean profile evolution and transport in the edge of magnetic confinement devices.

It is therefore much more numerically efficient for transport studies to introduce

models that represent the effects of turbulent fluctuations on the mean profiles

rather than fully resolving the turbulent time scale. Such models are frequently

used in fluid transport codes, but increasing need for a kinetic description of the

edge region requires a kinetic extension of these fluid models to kinetic codes. One

such model for gyrokinetic studies is proposed in this Chapter. The model has been

implemented into the gyrokinetic code COGENT and several verification tests are

performed.



Chapter 2

Effects of Parallel Electron

Dynamics on Plasma Blobs

Plasma blobs are regularly seen in the edge region of magnetic confinement

devices and are typically characterized as filamentary like structures along the

magnetic field line with an isolated density bump in the drift plane. They are

strongly convective structures that form as a result of turbulent processes and can

often dominate the transport in the far scrape-off layer of magnetic confinement

devices. Plasma blobs are of large interest to the plasma physics community be-

cause of their role in edge transport, plasma exhaust, and plasma-wall interactions

for magnetically confined fusion devices known as tokamaks. There have been nu-

merous studies done on plasma blobs in recent years [12, 13, 17–29]. A thorough

review of the current theoretical and experimental understanding of plasma blobs

can be found in the recent review paper by D’Ippolito et al. [17].

The basic physics of blobs, shown in Fig. 2.1, is that charge polarizing

forces combined with a vertical density gradient gives rise to an electric field that

produces an E×B drift and drives the blob radially outward. The dynamics of

the blob evolution is then determined by the dominant form of charge mitigation,

which can be through either perpendicular or parallel dynamics. Almost all work

to date has only considered the 2D dynamics of blobs by invoking different closure

9
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Figure 2.1: Basic physics of plasma blobs driven by charge polarizing forces. Reprinted

with permission from J. Angus, M. Umansky, and S. Krasheninnikov, Phys. Rev. Lett.

108, 215002 (2012). Copyright 2012, American Physical Society.

schemes to model the parallel dynamics. The most basic model for the parallel

dynamics is to assume that the blob is connected to material surfaces at each end of

the magnetic flux tubes so that the potential is limited by the current flowing into

the sheaths at the parallel boundaries (see Fig. 2.2). Examples of other closure

schemes sometimes considered are the enhanced cross-field polarization current

that takes place near magnetic X-points in diverted tokamaks and the outgoing

propagation of Alfven waves in finite beta plasma where magnetic field line bending

can be important. A detailed discussion of all the different 2D closure schemes that

have been considered for the parallel dynamics can be found in [25].

The various closure schemes discussed above for the parallel dynamics has

proven useful for basic analytical estimates of blob properties to be compared with

experimental results. However, there is still quite a bit of discrepancy and ”scatter”

found when comparing experimental results with 2D models [17]. It is plausible

that one of the culprits for the disparity between experiment and theory could be

3D effects that result from the variation of parameters along the magnetic field line.

In this Chapter, the 3D effects on blob dynamics due to parallel electron dynamics

are examined in the electrostatic limit by allowing for the variation of potential and

density along the field line and using collisional Ohm’s law to model the parallel

current density. The conventional closure scheme for the parallel dynamics in

the 2D sheath connected model is implemented through the parallel boundary

conditions in the 3D model.
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Figure 2.2: Circuit diagram of current path in basic sheath connected plasma blobs.

Reprinted with permission from S. I. Krasheninnikov, D. A. D’Ippolito, and J. R. Myra,

J. Plasma Phys. 74. 679 (2008). Copyright 2008, Cambridge University Press.

The most fundamental new physical phenomenon that enters into the stan-

dard blob model as a result of the parallel electron dynamics is the linear resistive

drift wave instability. The effects of resistive drift waves on blob dynamics has

recently been discussed by the authors in [30]. It is demonstrated in [30] that the

blob’s density gradient is depleted during the nonlinear stage of this instability

resulting in a much more diffuse blob. Since the blob’s density gradient is respon-

sible for the charge polarization that drives the blob radially outward, the diffuse

blob has little (if any) radial motion. The relative importance of drift waves on

blob dynamics is estimated in [30] by comparing the maximum growth rate from

a local linear analysis of the governing equations with the radial convection rate

from 2D theory. This expression (Eq. 6 in [30]) suggests that smaller blobs and

blobs in systems with a smaller effective gravity force will be more susceptible to

the drift wave instability. These results are supported [30] by a direct comparison

of 2D and 3D seeded blob simulations.

Another consequence of the parallel electron dynamics is the mitigation of

polarized charge via blob spinning that results from a Boltzmann-like potential

that arises when a blob has some varying profile along the magnetic field line.

The spinning results from the poloidal E×B drift resulting from the dependence

of the Boltzmann potential on the radially varying blob density profile in the drift
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plane. (here, ”poloidal” and ”radial” are considered to be with respect to polar

coordinates centered on the blob with axial direction along B.) This situation is

similar to the blob spinning that results from a sheath connected blob with some

radially varying temperature profile [21]. It was demonstrated in [21] how spinning

can increase the blob’s coherency, reduce the radial cross field convection, induce

a poloidal component of convection, and stabilize the flute mode instability. (here,

”poloidal and ”radial” refer to the effective poloidal and radial coordinates in the

edge region of the magnetic confinement device.)

The variation of plasma density along the magnetic field line also leads to

parallel ion dynamics in the form of sound waves and density transport along

the field line. However, the parallel density profiles analyzed in this paper are

considered to be modest enough that the resulting parallel ion dynamics occurs

on time scales long compared to the 2D and parallel electron dynamics. For these

reasons, the parallel ion dynamics are ignored in this work and only parallel electron

dynamics are considered in detail.

The remainder of this paper is outlined as follows: The 3D governing equa-

tions are presented in the next section of this paper and it is demonstrated how

the 3D model reduces to the 2D model in the appropriate limits. The discussion

of the governing equations is followed by a review of the basic 2D sheath limited

blob model with which I wish to compare the results from the 3D model with. The

examination of 3D effects begins by reviewing the work on the effect of drift waves

on blob dynamics given in [30] with a more detailed comparison of the modes seen

in the simulations with those predicted by the simplified local linear analysis. The

3D analysis is concluded by demonstrating how blob spinning that results from a

parallel density profile can affect the blob evolution. The deviation of blob dynam-

ics from 2D theory due to drift waves and Boltzmann spinning is demonstrated

by a direct comparison of 2D and 3D seeded blob simulations of the governing

equations using the code BOUT++ [31]. A summary of the results along with a

discussion of the limitations of the model and an outlook towards future studies is

given in the conclusion of this chapter.
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2.1 Governing Equations

The basic equations governing the dynamics of plasma blobs are obtained

from the conservation of charge and density in a quasi-neutral plasma.

∇ ·
(

J∥b̂+ J⊥

)

= 0, (2.1)

∂n

∂t
+∇ · (nV) = 0, (2.2)

where J∥ and J⊥ are respectively the current density along and transverse to the

magnetic field B = Bb̂, n is the plasma density, and V = V⊥ + V∥b̂ can be

either the electron or the ion mean velocity since quasi-neutrality is assumed. The

plasma is assumed to be highly magnetized such that the plasma β = 8πnT/B2 is

low and the electrostatic drift ordering is appropriate for the transverse velocities.

The parallel dynamics are governed by the electron and ion equations of motion

for a collisional plasma. Plasma blobs that can be described using a magnetic

slab geometry where x is the effective radial coordinate, y is the effective poloidal

coordinate, and z follows the magnetic field line are considered. In toroidal devices,

this represents blobs located in the outer midplane away from magnetic X-points

where the toroidal magnetic field is typically much larger than the poloidal field.

Additional assumptions made are that the ions are singly charged (Z = 1) and cold

(Ti << Te), the electrons are isothermal, the polarizing forces can be represented

as effective gravity forces, and the Boussinesque approximation can be used. This

yields the following set of governing equations:

n
e2ρ2s
Te

d

dt
ϖ = ∇∥J∥ −

eg

Ωi

∂n

∂y
, (2.3)

d

dt
n =

∇∥J∥

e
−

g

Ωi

∂n

∂y
− n∇∥V∥i, (2.4)

J∥ = σ∥

(

Te

en
∇∥n−∇∥φ

)

, (2.5)

d

dt
V∥i = −

c2s
n
∇∥n, (2.6)
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where ρs = cs/Ωi, cs =
√

Te/Mi, d/dt = ∂/∂t+V ·∇, V = VE+V∥ib̂, VE = cb̂×
∇φ/B, ϖ = ∇2

⊥φ is the vorticity, σ∥ = ne2τei/(0.51me) is the plasma conductivity,

τei = 3m2
ev

3/2
e /(4

√
2πne4lnΛ) is the electron-ion collision time with lnΛ ≈ 10 and

ve =
√

Te/me, and g is the effective single particle gravitational acceleration.

All other parameters are defined conventionally with respect to cgs units. Some

common examples of g are: magnetic field curvature and gradient forces gκ =

2c2s/Rc in the outer midplane of tokamaks with radius of curvature Rc, the effective

centrifugal force gcent = V 2
θ /a in linear plasma devices of radius a rotating with

velocity Vθ [32], and the neutral wind force gnw = vnνin where vn is the effective

neutral velocity and νin is the ion-neutral collision frequency [33]. In terms of ion

dynamics, the first two terms on the RHS (right hand side) of Eq. 2.4 represents

the contribution of the ion polarization drift to the density evolution, which is

typically neglected in 2D theory since it is lower order than the E×B advection.

However, the ion polarization drift has the important effect of making the drift

wave instability well behaved in k-space and must therefore be retained for 3D

simulations [30].

The parallel ion velocity and electron current density for sheath connected

blobs are matched with that from linear sheath theory at the parallel boundaries

z = ±L/2: V∥i,± = ±cs and J± = ±σ±φ±/(L/2), where σ± = csn±e2L/(2Te)

is the effective sheath conductivity and n± (φ±) is the density (potential) at the

upper(+) and lower(-) sheaths. φ± is taken with respect to the floating potential

φf ≈ 3Te/e, which is just a constant reference potential when Te is constant. To

complete the boundary conditions needed to solve Eq.’s (2.3)-(2.6), the standard

set of boundary conditions valid for the plasma side of sheaths are employed and the

parallel gradient of n,ϖ, and V∥i are all taken as zero at the parallel boundaries [34].

Plasma blobs are considered to be isolated in the drift plane and so, as long as the

simulation domain is large enough that the blob remains away from the transverse

boundaries, the transverse boundary conditions are insignificant.

The parallel ion equation of motion is presented in the governing equations for

consistency with the sheath boundary conditions and to demonstrate exactly how
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the parallel ion dynamics enters into both the 2D and 3D models. As mentioned in

the Introduction, parallel ion dynamics are ignored in this work and justifications

for this will be given throughout the paper.

The 2D sheath limited model is found by assuming that the parallel gradients

of density and potential are modest enough that parallel dynamics can be ignored

and integrating Eqs (2.3)-(2.4) along the field line using the sheath boundary

conditions [18]. In terms of the given parameters, this reduction to 2D can be

shown to be valid when the resistance to the charge flow due to the sheath potential

is much larger than the collisional resistance in the bulk of the plasma (σ∥ >> σ±)

and when the Boltzmann potential that arises due to a varying density profile is

negligible with respect to the sheath potential (ln(n(z)/n±) << eφ±/Te). When

these conditions are satisifed, the following 2D equations can be obtained:

n
e2ρ2s
Te

(

∂

∂t
+VE ·∇

)

ϖ =
2encs
L

eφ

Te
−

eg

Ωi

∂n

∂y
, (2.7)

(

∂

∂t
+VE ·∇

)

n =
2ncs
L

eφ

Te
−

g

Ωi

∂n

∂y
−

2ncs
L

. (2.8)

As mentioned previously, the first two terms on the right hand side of Eq.

(2.8) represent the contribution of the ion polarization drift to the density evolution

and is typically ignored in 2D theory since it is lower order than the E×B drift.

The last term in Eq. (2.8) represents the sink of plasma density that results from

plasma flowing into the sheaths. This term is also often neglected in 2D theory

since the rate of plasma loss to the sheaths is typically much smaller than the

rate of radial advection (2cs/L << VE/δ). Moreover, if the parallel loss time is

smaller than or comparable to the blob advection time, then the blob would not

exist anyway. Thus the density evolution equation valid for a 2D analysis is
(

∂

∂t
+VE ·∇

)

n = 0. (2.9)

Eq. (2.7) and Eq. (2.9) are the governing equations used in the basic 2D

sheath limited blob model where the density is advected with E×B velocity and

the potential driven by the effective gravity forces is limited by the ion inertia and

the flow of charge into the sheaths at the parallel boundaries [18].
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2.2 2D Sheath Limited Theory

I wish to compare the dynamics of plasma blobs from 3D theory and sim-

ulations with that from 2D theory and simulations. It is therefore useful to first

review the 2D theory of sheath limited plasma blobs. Plasma blobs are typically

represented analytically with a Gaussian profile in the plane normal to the mag-

netic field with an amplitude on the order of or larger than that of the background

plasma density, which is usually taken to be homogeneous. The radius of the blob,

denoted by δ, is considered to be where the Gaussian profile falls to 1/e of its

maximum value and is taken to be the characteristic perpendicular gradient scale

length.

The characteristic E×B advection rate ω̃E = ṼE/δ depends on the charac-

teristic velocity ṼE = csρs(eφ̃/Te)/δ, which in turn depends on the characteristic

potential φ̃. The characteristic potential scale φ̃ is determined from the vorticity

equation by balancing the potential source with the potential sinks:

g

Ωiδ
∼

2cs
L

eφ̃

Te
+

ρ3scs
δ4

(

eφ̃

Te

)2

. (2.10)

The LHS of Eq. (2.10) is the potential source due to the effective gravity forces and

the terms on the RHS respectively represent the sink of potential through sheath

dissipation and inertial dissipation. The physics of the limiting situations when

one of the sinks dominates the other will be discussed shortly, but it can be shown

that both of the sinks and the source are all on the same order when δ = δ∗ ≡
ρs (gL2/(4c2sρs))

1/5
[25]. The corresponding potential is eφ∗/Te =

√
gδ3/2∗ /(csρs).

With respect to φ∗, the variation of φ̃ depends only on the dimensionless parameter

∆ ≡ δ/δ∗. The potential decays with 1/∆ as ∆ increases beyond unity and the

corresponding advection velocity decreases with 1/∆2. In the other limit, as ∆

decreases from unity, the potential and velocity decrease respectively with ∆3/2

and
√
∆.

Eq. (2.10) is only order of magnitude accurate and is merely to demonstrate

how the potential and velocity approximately transition from their different scal-
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ings in the different limits of ∆. Based on the E×B advection, there seems to be

two different sets of fundamental parameters, depending on the size of the blob

with respect to the fundamental size δ∗, that are relevant for the normalization

of the 2D blob equations. For reasons that will become clear shortly, the char-

acteristic parameters for small blobs (∆ < 1) are the appropriate choice. The

potential is order unity for small blobs when normalized by ωgδ2/(ρscs), which

yields an advection rate of order unity when normalized by the flute mode growth

rate ωg =
√

g/δ. In this normalization, the order of magnitude estimates for the

potential, velocity, and advection rate are all order unity for ∆ < 1 and decay with

1/∆5/2 at large ∆. This is demonstrated in Fig. 3a.

The parameter scalings in Fig. 3a are found by assuming a stable propagating

blob. A linear analysis of the governing equations should be addressed to under-

stand the limitations of the scalings given in Fig. 3a. An exact linear analysis of

the governing equations with the blob density profile described above representing

the background is difficult since this background does not represent a steady state

solution of the governing equations due to the effective gravity force combined with

the poloidal density gradient. However, the linear modes of importance are flute

modes, which can be understood from the standard local linear analysis of the

governing equations by considering a background density that is uniform in the

poloidal dimension and exponentially decaying in the x-direction ∂lnn/∂x = −1/δ.

Here, δ is meant to represent the characteristic radius of the blob. The density

and potential perturbations are assumed to be of the form exp [−iωt+ ik⊥y] and

the dispersion relation found from Eqs (2.7) and (2.9) is

ω2 + ω2
g = −i

∆5/2

k2
⊥δ

2
ωωg. (2.11)

Eq. (2.11) is the standard flute mode dispersion relation with the addition

of the sink term on the RHS that physically represents the dissipation of potential

due to charge flowing through the sheaths. Eq. (2.11) demonstrates how the linear

flute modes for varying blob sizes δ are modified by the sheath dissipation. The

sheath dissipation is negligible when ∆5/2/(k⊥δ)2 << 1 and the solution of Eq.

(2.11) reduces to the conventional wavelength independent flute mode dispersion
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relation ω = iωg. The contribution from the vorticity (ω2) can be neglected when

∆5/2/(k⊥δ)2 >> 1 and the solution is ω = iωgk2
⊥δ

2/∆5/2. The growth rate as a

function of 1/(k⊥δ) for varying values of ∆ is shown in Fig. 3b to demonstrate

how the flute mode growth rate for varying values of ∆ is modified by the sheath

dissipation and how these rates compare to the E×B advection rate shown in Fig.

3a. The growth rates for ∆ ! 1 are relatively unaffected by the sheath boundary

condition and are more or less independent of the wavelength. So small blobs with

∆ ! 1 can be expected to initially propagate radially outward and to be unaffected

by flute modes in the early stages of its motion. The situation is opposite for large

blobs since, for ∆ > 1, the growth rate of all wavelengths smaller than the blob

size occur on shorter time scales then the advection time scale.
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Figure 2.3: a) Order of magnitude scaling of potential, velocity, and advection rate all

normalized appropriately for small blobs. b) Sheath mode growth rate γ normalized by

ωg vs perturbation wavelength for varying values of ∆.

The normalization of the 2D blob equations based on the parameters relevant

for the advection of small blobs is now seen to be the appropriate normalization for

all blob sizes. Although the E×B advection sets the dynamical time scale for small

blobs, whereas the small wavelength flute mode instability sets the dynamical time

scale for large blobs, both of these phenomena occur on the same relative time

scale ω−1
g . The normalized equations are found by normalizing the potential as

eφ/Te = φ̂ωgδ2/(ρscs), the perpendicular spatial scales as (x, y) = (x̂, ŷ)δ, and the
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time as t = t̂ω−1
g . This yields the following normalized 2D blob equations:

(

∂

∂t̂
+ V̂E · ∇̂

)

ϖ̂ = ∆5/2φ̂−
1

n̂

∂n̂

∂ŷ
, (2.12)

(

∂

∂t̂
+ V̂E · ∇̂

)

n̂ = 0. (2.13)

The fact that the dynamics of 2D sheath connected plasma blobs are mainly

governed by the single dimensionless parameter ∆ is evident when the governing

equations are cast into their nondimensional form. The inertial dissipation of

charge dominates the sheath dissipation when ∆ < 1 and the blob develops a

mushroom front as it initially convects radially outward at the flute mode rate ωg,

but quickly becomes unstable to KH (Kelvin-Helmoltz). Physically, this is a result

of the strong rotation at the poles as the plasma tries to cancel the charge created

from the polarizing forces. On the other hand, the inertial dissipation is negligible

when ∆ > 1 and the potential is set by the balance of the sheath dissipation with

the gravitational forces. The normalized convective rate is longer than the small

wavelength flute mode instability by a factor of ∆5/2 and the blob breaks apart

into fingers. The most interesting case is when ∆ is order unity. In this situation,

the KH modes at the poles are balanced by the radial E×B advection and the blob

can propagate relatively large distances as a coherent structure.

The physics described above is demonstrated with 2D seeded blob simulations

of Eq’s (2.12)-(2.13) using the code BOUT++ in Fig. 2.4. The background density

n0 in the simulations is taken to be homogeneous and the blob density nB is

seeded on top of this background with twice the amplitude of the background

and a Gaussian profile in the drift plane with Gaussian width δ and Gaussian

center x=0, y=0. The initial profile of the total density in nondimensional form is

n̂ = 1 + 2exp [−x̂2 − ŷ2]. It should be mentioned that, even though the hats have

been left off of the quantities in Fig. 2.4, the quantities in Fig. 2.4 are normalized

as discussed in the text.

It is worth mentioning here that the dynamics of blobs predicted by Eqs

(2.12)-(2.13) is also dependent on the ratio of the background density to the blob
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Figure 2.4: Time slices of density contours from 2D Simulations for a small blob with

∆ = 0.3 (top), medium blob with ∆ = 1.0 (middle), and large blob with ∆ = 3.0

(bottom).

density nB/n0. This is because the background density n0 only enters in the

denominator of n−1∂n/∂y ∼ nB/(n0 + nB). An exact solution of Eqs (2.12)-

(2.13) can be found in the limit where nB >> n0 and the poloidal profile of nB

is Gaussian. This limit corresponds to a blob in a vacuum and the solution, first

demonstrated in [18], shows that the blob will retain its original form in the frame

moving with a constant E×B velocity and is independent of the profile of the blob

in the x direction. A blob in a vacuum is not a realistic situation, but this solution

provides an upper bound for the advection rate of sheath limited plasma blobs.

However, this solution does not really apply to large blobs (∆ > 1) since it relies

on the overall stability of the blob on time scales short compared to the E×B

advection time.

With respect to the simulation of large blobs (∆ > 1), it should be men-

tioned that the onset of the flute mode instability is delayed due to the symmetry
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of the initial density profiles. The perturbations are not seeded, but instead are

allowed to develop naturally during the simulation and most likely arise due to

numerical error. This means that different numerical schemes could produce dif-

ferent perturbations and therefore different simulation results. Furthermore, since

smaller wavelengths have larger growth rates, the coarseness of the grid can also

influence the modes seen in the simulation. Different grid refinements and numer-

ical schemes were performed and the details of the simulation for large blobs were

indeed different. However, the observation that the blob breaks apart via small

wavelength interchange modes on a time scale short compared to the advection

time scale remains the same.

2.3 Effects of Parallel Electron Dynamics

To build upon the 2D model and extend it to 3D, only physical processes

that can have time scales comparable to or less than the fundamental 2D time

scale ω−1
g are considered. It was argued in the previous section that the E×B

advection must occur at much faster rate than the parallel loss rate in order for

the blob to exist and propagate (2cs/L << ωg). Furthermore, ion sound waves

typically occur on time scales much longer than flute modes (csk∥ << ωg) and only

modestly varying parallel profiles such that the parallel advection is also negligible

(cs|∇∥ln(n)| << ωg) are considered. For these reasons, parallel ion dynamics are

ignored in the 3D analysis and the focus is only on how parallel electron dynamics

alter blob dynamics from that predicted by 2D theory.

The vorticity and density equations used in the 3D analysis given here are

obtained from Eqs (2.3)-(2.4) by neglecting the parallel ion dynamics [30]:

n
e2ρ2s
Te

(

∂

∂t
+VE ·∇

)

ϖ = ∇∥J∥ −
eg

Ωi

∂n

∂y
, (2.14)

(

∂

∂t
+VE ·∇

)

n =
∇∥J∥

e
−

g

Ωi

∂n

∂y
. (2.15)
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2.3.1 Drift Waves

A 3D analysis of plasma blobs is began by considering initial density profiles

that are homogeneous along the magnetic field line. The new linear 3D physics that

enters are resistive drift waves. It was shown in the analysis of the 2D equations

that the dominant linear flute modes occur at wavelengths smaller than the blob

size and on time scales short compared to the blob advection rate. This separation

in scales is justification for the applicability of the results from a standard local

linear analysis of an exponentially decaying slab density to the linear modes present

on large blobs. Similar arguments are applicable for the linear analysis of drift

waves in the 3D equations. Linear resistive drift waves are known to oscillate at

a rate on the order of the drift frequency ω∗ = csk⊥ρs/δ and to have maximum

growth rates when k⊥ρs ≈ 1 [35]. On the other hand, the fundamental blob size

δ∗ is typically an order of magnitude larger than ρs and the blob advection rate is

on the order of the flute mode growth rate ωg =
√

g/δ, which, for most relevant

values of g, is less than ω∗. For example, the drift wave frequency is larger than

the advection rate by a factor of
√

Rc/(2δ) ∼ 10 for blobs in the outer midplane

of toroidal devices (g = 2c2s/Rc) with typical blob diameters 2δ on the cm scale

and machines with radius of curvature Rc on the meter scale.

Consider the same exponentially varying density slab and linear modes as

was assumed in the previous section for the 2D linear analysis with the additional

assumption that the perturbations also have some arbitrary parallel profiles that

satisfy the sheath boundary conditions. With some algebraic manipulations, the

1D equation governing the parallel profiles from Eqs (2.14), (2.15), and (2.5) along

with the sheath boundary conditions are

∇2
∥φ̂(z) = k2

∥φ̂(z), (2.16)

−∇∥φ̂(z) |z=±L/2 = ±
2

σL
φ̂(z) |z=±L/2, (2.17)

where σ = σ∥/σsh = 2veλe/(csL) is the ratio of the parallel conductivity to the

sheath conductivity with λe = veτei/0.51 the electron mean free path, and the
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constant k∥ is defined as

k∥ =

√

√

√

√

χ2

[

ω2 + ω2
g

(

1− ω
ω∗
χ2

)]

iλeve [ω (1 + χ2)− ω∗]
, (2.18)

where χ = ρsk⊥.

The function for the eigenmodes supported in this system is found from the

general solution of Eq. (2.16) with the sheath boundary condition (Eq. (2.17)).

The general solutions of Eq. 2.16 are in the form of hyperbolic sines and cosines.

After implementing the boundary conditions given in Eq. 2.17, the following dis-

persion relations are obtained:

ik∥tan
[

ik∥L/2
]

=
2

σL
, (2.19)

ik∥cot
[

ik∥L/2
]

=
−2

σL
. (2.20)

Eq. (2.19) corresponds to even eigenmodes and Eq. (2.20) corresponds to odd

eigenmodes. If it is assumed that σk∥L/2 >> 1, then one can use the Taylor

expansions arctan [x] ≈ mπ + x and arccot [x] ≈ (m + 1/2)π − x to simplify the

dispersion relation to

ω2 + ω2
g − ω

gχ

cs
= −iωshω, for m = 0 (2.21)

ω2 + ω2
g − ω

gχ

cs
= −iω∥

[

ω −
ω∗

1 + χ2

]

, for m ∈ Z+ (2.22)

where ωsh = νsh/χ2 with νsh = 2cs/L the sheath loss rate, ω∥ = ν∥(1+χ2)/χ2 with

ν∥ = veλek2
∥ the characteristic rate for electrons to diffuse a distance on the order

of a parallel wavelength, and k∥ = πm/L. Here, m refers to the number of half

wavelengths and even (odd) values of m correspond to even (odd) modes.

The last term on the LHS of both Eq. (2.21) and Eq. (2.22) is the contri-

bution of the ion polarization drift in the density evolution to the standard flute

mode dispersion relation. With the exception of this term, which was neglected in

the 2D analysis, the m=0 mode is exactly the 2D sheath limited mode given in Eq.

(2.11). Notice that the m=0 mode is the only mode where the sheath boundary
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conditions play a role in the limit where |σk∥L/2| >> 1. The other modes are the

same as finite local modes with zero gradient boundary condition. A physical inter-

pretation of this limit is merely an extension of the condition considered to ignore

the parallel gradients that arise due to a finite parallel resistivity in the reduction

to 2D theory. Here, the 2D limit allows us to ignore the coupling of the sheath

boundary condition with the parallel modes as long as the parallel wavelength of

the modes are smaller than the characteristic gradient scale of the background that

arise due to the finite plasma resistivity. Since k∥ = 0 for m=0, one would expect

the boundary conditions to enter into the m=0 dispersion relation.

In addition to the assumption that σ > 1, it is also implicitly assumed for the

validity of 2D theory that the rate of 3D instabilities are small compared to the 2D

convection rate ωg. The growth rate from Eq. 2.21 is never larger than ωg since Eq.

2.21 is the 2D sheath limited dispersion relation. Eq. 2.22 is a combination of both

drift and flute modes, but the drift wave contribution to the growth rate can be

shown to dominate the flute modes as long as ω∗/(1 + χ2) > ωg. In this limit, the

maximum growth rate as a function of k∥ and the equation for the corresponding

parallel wavenumber where the maximum growth occurs are found to be

γmax ≈
0.3ω∗

1 + χ2
=

0.3cs√
gδ

χ

1 + χ2
ωg. (2.23)

ω∥,max ≈
ω∗

1 + χ2
. (2.24)

Eq. 2.23 has an absolute maximum in k space when χ = 1 and suggests that blob

transport may deviate from 2D theory due to drift waves when 0.15cs/
√
gδ " 1.

The χ2 terms in the factors of 1+χ2 in Eqs (2.23)-(2.24) physically come from

the contribution of the ion polarization drift to the density evolution [35]. With-

out this term, the maximum growth rate and corresponding parallel wavenumber

would scale with χ respectively as γmax ∝ χ and k∥,max ∝ χ3/2. Thus, the per-

pendicular wavelength and parallel mode number corresponding to the maximum

growth rate would both increase as the grid is refined. This is not physical and so

the contribution of the ion polarization drift to the density evolution, though not

important for 2D studies, must be retained in a 3D analysis.
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To examine Eq. (2.22) in more detail, let’s reduce our attention to blobs

that may be found in the outer midplane of tokamaks (g = 2c2s/Rc). This gives

γmax/ωg ≈ 0.3
√

Rc/(2δ) and thus the maximum growth rate only depends on the

ratio of the radius of curvature of the device to the transverse size of the blob.

To see what the dispersion relation might look like for different size blobs and

different values of Rc, consider two different sets of parameters; a set that may be

typical for current tokamaks: Te = 20 eV, B = 3 T, n0 = 3× 1012 cm−3, Rc = 150

cm, and a set that may be typical of future tokamaks: Te = 50 eV, B = 4 T,

n0 = 1×1013 cm−3, Rc = 800 cm. The relation L = 10Rc is also assumed since the

parallel scale length in tokamaks is typically L ≈ qπRc with safety factor q ≈ 3.

The real and imaginary solutions of Eq. (2.22) normalized by the 2D advection rate

ωg is plotted in Fig. 2.3 for a small, medium, and large blob using the parameters

typical of current devices and for a medium blob using the parameters typical of

future devices. Recall that ωg is to be interpreted as the rate at which the the blob

is unstable to flute modes for large blobs rather than as the advection rate.
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Figure 2.5: Solutions of Eq. 2.22. The growth rate (top) and real frequency (bottom)

normalized by the 2D convective rate are plotted versus the parallel mode number m.

The solid black curve, solid blue curve, and solid red curve are respectively for ∆ = 0.3,

∆ = 1.0, and ∆ = 3.0 at ρsk⊥ = 1 using the parameter set typical of current tokamaks.

The .. blue curve was calculated for a ∆ = 1 blob using parameters typical for future

tokamaks. The corresponding maximum growth rate given by Eq. (2.23) is shown by the

corresponding - - lines of the same color. The corresponding maximum real frequency

that the curves saturate to at large parallel mode number correspond to ω = ω∗/
(

1 + χ2
)

[36].
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Unlike the standard flute modes, which have a purely imaginary solution and

are thus purely growing modes, drift waves have both a real and imaginary part

to the solution of the dispersion relation and therefore travel as they grow. Drift

waves propagate in the electron diamagnetic direction with a frequency on the

order of the drift frequency ω∗. As seen in Fig. 2.5b, the rate of propagation of

these waves can be up to an order of magnitude larger than the blob advection

rate. In order to accurately capture the effect of drift waves on plasma blobs as

they propagate using a 3D numerical algorithm, one must resolve the time scale of

the propagation of these waves. This can significantly increase the time required

to perform a 3D numerical simulation with respect to 2D simulations due to the

large disparity in these time scales. The rate of these waves is relatively larger than

the advection rate for smaller blobs since ω∗ ∼ 1/δ whereas ωg ∼ 1/
√
δ. Moreover,

more grid points along the field line are required for smaller blobs since the parallel

mode number corresponding to the maximum growth rate scales with 1/
√
δ.

For the purpose of comparing 2D and 3D seeded blob simulation results and

the development of linear resistive drift waves on plasma blobs with that predicted

by the simplified linear analysis, first consider the following non-dimensional trans-

formation: (x, y) = δ(x̂, ŷ), z = (L/2)ẑ, t = ω−1
g t̂, φ =

√

gδ3/(csρs)2Teφ̂/e = φ̃φ̂,

n = ñn̂, and J∥ = e2csñφ̃/TeĴ∥. The dimensionless form of Eq. 2.3 and Eq. 2.4

along with parallel Ohm’s law are

n̂
d

dt̂
∇̂2

⊥φ̂ = ∆
5

2 ∇̂∥Ĵ∥ −
∂n̂

∂ŷ
, (2.25)

d

dt̂
n̂ =

ρ√
α∆

(

∆
5

2 ∇̂∥Ĵ∥ −
∂n̂

∂ŷ

)

, (2.26)

Ĵ∥ = σ∇̂∥

(

ρ√
α3∆3

ln(n̂)− φ̂

)

, (2.27)

where d/dt̂ = ∂/∂t̂+ ẑ× ∇̂φ̂ · ∇̂, ρ ≡ gρs/c2s, σ ≡ n̂±σ∥/σ± = n̂λe

√

Mi/me/(L/2),

and α ≡ gδ∗/c2s. The sheath boundary conditions in the dimensionless represen-

tation are Ĵ∥(ẑ = ±1) = ±n̂±φ̂±. The 2D operator ∇̂∥Ĵ∥ = n̂φ̂ is used in Eq.

2.25-2.26 for the 2D simulations. The only difference between the 2D simulations

presented here and those presented earlier in the paper is that the ion polariza-

tion drift is now retained in the density evolution (which should not affect the
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2D simulations much) in order to have a one-to-one correspondence to the results

from the 3D simulations. The initial density profiles for the 3D simulations are

uniform along the field line with the 2D profiles the same as was used for the 2D

simulations presented previously.

It should be mentioned that the hats used here to represent the dimensionless

variables have been dropped from the terms in the figures for simplicity. The results

from 2D and 3D seeded blob simulations for a ∆ = 1 blob using the parameter

set given previously that may be characteristic of current tokamaks are shown in

Fig. 2.6. The 2D density profiles from the 3D simulations represent the density

averaged along the field line. Notice that the averaged density along the field line

from the 3D simulation (bottom) matches well with the 2D simulation (top) at

early stages in the 2D convection, but the onset of drift waves can be seen by

looking at the individual slices along the field line shown in Fig. 2.7. At later

times, the 3D simulation yields a blob that is much more diffuse with a greatly

reduced radial velocity.
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Figure 2.6: Time slices of density contours from 2D simulation (top) and 3D simulation

(bottom) for∆ = 1.0 blob using parameters typical of current tokamaks: ρ = 2.87×10−4 ,

σ = 32.3, and α = 3.68×10−3. The 2D contours from the 3D simulation are the averaged

values along the field line (enhanced online). Reprinted with permission from J. Angus,

M. Umansky, and S. Krasheninnikov, Phys. Rev. Lett. 108, 215002 (2012). Copyright

2012, American Physical Society.
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Figure 2.7: 2D density contours from 3D simulation taken at different slices along the

magnetic field line corresponding to the averaged density contour shown at t=5.5 in Fig.

2.6. Reprinted with permission from J. Angus, M. Umansky, and S. Krasheninnikov,

Phys. Rev. Lett. 108, 215002 (2012). Copyright 2012, American Physical Society.

The results of 2D and 3D seeded blob simulations for a ∆ = 0.3 blob and

a ∆ = 3.0 blob using parameters typical of current devices are shown in Fig. 2.8

and Fig. 2.9, respectively. The ∆ = 0.3 blob is seen to be affected by the drift

waves at a relatively earlier time than the ∆ = 1 blob, whereas the ∆ = 3.0 blob

is relatively unaffected by the drift wave instability. Both of these results agree

qualitatively well with the linear analysis given in Fig. 2.5.

The results from the standard local linear analysis gives a qualitatively good

description of how drift waves affect plasma blobs, but to gain a better under-

standing of the modes that affect plasma blobs and the limitations of using the

standard local linear analysis to describe these modes, it is useful to analyze the

development of the drift wave modes in more detail. The mode structure of the

dominant unstable drift wave mode corresponding to the 3D simulation in Fig. 2.6

is shown in Fig. 2.10 where the development of a wave with parallel mode number

six and normalized perpendicular wavelength such that χ ≈ 0.5 is seen. Both of

these values agree qualitatively well with that predicted by the local linear theory.

The results of the linear analysis shown in Fig. 2.5 also suggest that the parallel

mode number corresponding to the maximum growth rate for a ∆ = 1 blob using

the parameters characteristic of future tokamaks should be about twice as large

as that for parameters typical of current devices. This result is also found in the



29

y

2D

t=0

4

2

0

−2

t=4 t=5 t=11

y

x
3D

0 2 4 6

4

2

0

−2

x0 2 4 6 x0 2 4 6 x 

 

0 2 4 6
1.1

1.5

2

2.5

3

Figure 2.8: Time slices of density contours from 2D simulation (top) and 3D simulation

(bottom) for∆ = 0.3 blob using parameters typical of current tokamaks: ρ = 2.87×10−4 ,

σ = 32.3, and α = 3.68×10−3. The 2D contours from the 3D simulation are the averaged

values along the field line (enhanced online). Reprinted with permission from J. Angus,

M. Umansky, and S. Krasheninnikov, Phys. Rev. Lett. 108, 215002 (2012). Copyright

2012, American Physical Society.

seeded blob simulations of a ∆ = 1 blob with future-like parameters shown in Fig.

2.11 where a parallel mode number of 12 is seen. The dominant perpendicular

wavelength shown in Fig. 2.11 is such that χ ≈ 0.7.

The linear analysis also predicts that the growth rate for a ∆ = 1 blob

with the future-like parameters should be larger than that for a ∆ = 1 blob with

the current-like parameters. A 3D background density is required in order to

extract the growth rates from the simulations. This background is obtained by

first recognizing that the drift wave instability is a consequence of the density

dependence in Ohm’s law and is physically a result of the phase delay between

the potential and density that arises due to the finite parallel resistivity that the

electrons experience while trying to set up a perfect Boltzmann relation along the

field line. If the density dependence in Ohm’s law is ignored, then the plasma will

just develop a slight parallel density gradient as it propagates radially due to the

finite resistivity, but will be stable with respect to the drift wave instability. With

the exception of the drift wave density perturbations, the blob density evolution
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Figure 2.9: Time slices of density contours from 2D simulation (top) and 3D simulation

(bottom) for∆ = 3.0 blob using parameters typical of current tokamaks: ρ = 2.87×10−4 ,

σ = 32.3, and α = 3.68×10−3. The 2D contours from the 3D simulation are the averaged

values along the field line (enhanced online).

during the linear stage of drift waves should develop very similar to the density

profile that would be found by ignoring the pressure in Ohm’s law in the limit where

σ > 1. Therefore, to solo out the density perturbations from the total density

profiles shown in Figs 2.10-2.11, identical simulations are performed by ignoring

the pressure in Ohm’s law and then subtract these density profiles from the full

3D profiles. The maximum growth rates, shown in Fig. 2.12, are then determined

from the slope of the natural logarithm of the maximum density perturbations

versus normalized time.

The results shown in Fig. 2.12 demonstrate linear growth corresponding to

the time between the time slices shown in Fig. 2.10 for the current-like blob and in

Fig. 2.11 for the future-like blob. However, even though the onset of the dominant

unstable mode for the future-like blob occurs at a relatively earlier time for the

current-like blob, the growth rate is actually larger for the current-like blob than

for the future-like blob. This is in contrast to that predicted by the local linear

analysis and is most likely due to the fact that the front of the radial density

profile steepens as the blob convects radially outward [23]. Since the current-like

blob propagates relatively further than the future-like blob before the instability



31

sets in, the actual radial density gradient of the blob when the instability develops

is much larger than the initial density gradient used to calculate the maximum

growth rates shown in Fig. 2.5. There does appears to be a slowly growing linear

mode in the current-like blob that develops around the same normalized time as

the dominant mode in the future-like blob, but this mode is not strong enough to

dissipate the blob before a more dominant mode develops.

The 2D contour slices in the drift plane shown in Figs 2.7, 2.10, and 2.11

all show the drift wave perturbations on the bottom half of the radial front of the

blob. The waves actually develop around the vertical center of the blob where the

density gradient is sharpest, but they travel in the electron diagmagnetic direction

and therefore end up on the bottom half. The waves are then stretched out there

along with the 2D KH modes and lose their free energy source as they rotate to

the backside of the blob where the poloidal density gradient is much weaker.
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Figure 2.10: Time slices of density contours in the drift plane (left) and along B (right)

for∆ = 1.0 blob using parameters typical of current tokamaks: ρ = 2.87×10−4, σ = 32.3,

and α = 3.68× 10−3. The 2D contours in the drift plane are taken at z = 0 and the 2D

contours along B are taken at y = −0.76. The development of drift waves in the drift

plane at y = 0 is demonstrated in movie format (enhanced online). The time between

frames is slowed down during the development of the drift waves in the movie since they

occur on a time scale much smaller than the advection time.



32

y t=3.5

1

0

−1

y

x

t=3.9

−1 0 1 2

1

0

−1

x

z
t=3.5

−1 0 1 2

−0.5

0

0.5

x

t=3.9

 

 

−1 0 1 2
1.2

1.8

2.4

3

Figure 2.11: Time slices of density contours in the drift plane (left) and along B (right)

for ∆ = 1.0 blob using parameters typical of future tokamaks: ρ = 6.4E − 5, σ = 11.4,

and α = 1.1 × 10−3. The 2D contours in the drift plane are taken at z = 0 and the 2D

contours along B are taken at y = 0. The development of drift waves in the drift plane

at y = 0 is demonstrated in movie format (enhanced online). The time between frames

is slowed down during the development of the drift waves in the movie since they occur

on a time scale much smaller than the advection time.

2.3.2 Boltzmann spinning

The effect of drift waves on plasma blobs was analysed in the previous sec-

tion by assuming a density profile that was initially uniform along the field line.

This is the most basic extension of the conventional 2D model to 3D, but a more

physically accurate model would be one with a varying profile along the field line.

The blob density could be expected to decrease from the center to the parallel

boundaries owing to the loss of plasma through the sheaths. Moreover, plasma in

the edge region of tokamaks is known to sometimes exhibit strong ballooning-like

characteristics [24].

A parallel density gradient will set up a parallel varying Boltzmann-like po-

tential along the field line. This Boltzmann potential will also have a radially

variation through its dependence on the radially varying blob density. (The use

of the term ”radial” here is not to be confused with the effective radial coordinate

x. Here, ”radial” refers to the radial distance with respect to polar coordinates
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Figure 2.12: Logarithm of maximum density perturbation from simulations vs normal-

ized time to demonstrate linear growth rate. The curve which demonstrates a normalized

linear growth rate of 3.7 corresponds to the ∆ = 1 blob using the future-like edge pa-

rameters displayed in Fig. 2.10. The other curve correspond to the ∆ = 1 blob using

the current-like edge shown in Fig. 2.11.

from the center of the plasma blob.) This radially varying potential will produce

an E×B drift that will spin the blob about its center and thereby mix the positive

and negative charge created from the effective gravity forces - thus providing an

additional sink of the 2D sheath potential.

To see how the Boltzmann potential modifies the conventional sink-source

relation for the 2D potential (Eq. 2.10), the parallel profiles are assumed to be

modest enough that the vorticity equation can be integrated along the field line

(the same way that was done to reduce the 3D equations to 2D in Section II) by

estimating the potential and density integrals as
∫ L/2

z f(z′)dz′ ≈ f(z)(L/2 − z).

For simplicity, it is also assumed that everything is symmetric along the field

line such that f(z) = f(−z) and f(z = L/2) = f(z = −L/2) = fsh for some

arbitrary function f(z). The potential drop along the blob as a function of z

with modestly varying profiles and in the limit where σ∥/σsh >> 1 can be shown

to be a linear combination of the sheath and Boltzmann potentials: eφ(z)/Te =

eφsh/Te + ln (n(z)/nsh). The sink-source relation for the 2D sheath potential now
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becomes
g

Ωiδ
∼

nsh

n(0)

2cs
L

eφsh

Te
+

ρ3scs
δ4

(

eφsh

Te
+ ln

(

n(0)

nsh

))

eφsh

Te
, (2.28)

where n(0) = n(z = 0) is the maximum initial density in the center between the

parallel boundaries.

Eq. (2.28) is exactly the same as Eq. (2.10) when n(0) = nsh. When

n(0) ̸= nsh, then the sheath dissipation term scales with nsh/n(0) and there is an

additional inertial sink of the 2D potential coming from the Boltzmann potential.

As discussed earlier in Section III, The inertial dissipation dominates the sheath

dissipation for small blobs with δ < δ∗. Thus, the deviation of blob dynamics from

that predicted by 2D theory for small blobs can be expected to occur when the

Boltzmann potential becomes comparable to the conventional 2D potential. More

physically, spinning can be expected to affect the 2D dynamics of small blobs when

the rate of dissipation of the polarized charge from spinning becomes comparable

to the rate of the polarized charge dissipation through pole rotation. Since both of

these dissipation mechanisms are due to a corresponding E×B velocity, the relative

importance of spinning on small blobs is found by comparing the Boltzmann poten-

tial with the conventional 2D potential. Moreover, since both of the conventional

2D potential sink terms are on the same order for medium blobs, then the same

condition for the relative importance for small blobs can apply to medium blobs as

well. The order of magnitude accurate 2D potential for small and medium blobs

from 2D theory is eφsh/Te ≈
√

gδ/c2sδ/ρs and the condition for the importance of

blob spinning can be expressed as

ln

(

n

nsh

)

"
δ

ρs

√

gδ

c2s
, for δ ! δ∗ . (2.29)

How the Boltzmann potential compares with the order of magnitude estimate

for the 2D potential as a function of n(0)/nsh for a small and medium blob using

the current-like parameters from the previous sections is shown in Fig. 2.3. The

order of magnitude estimate for the 2D potential for the medium blob given in Eq.

2.29 is scaled by the factor shown in Fig. 2.3 for a more accurate approximation.

3D seeded blob simulations of Eqs. 2.25-2.27 with initial normalized density
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profiles of the form n̂ = 1 + 2exp (−x̂2 − ŷ2) exp
(

− (ẑ/∆z)2
)

to demonstrate how

the 2D blob dynamics are altered by an initially varying density profile along the

field. The results of how the 2D potential profile looks at early times and how

the early stage evolution of the blob is modified by the Boltzmann potential as

n(0)/nsh increases for a small blob and medium blob are shown in Fig. 2.14 and

Fig. 2.15 respectively.

The conclusion that the relative importance of spinning on small and medium

blobs can be estimated by comparing the Boltzmann potential with the conven-

tional 2D potential scale is supported by the results shown in Figs 2.14-2.15. The

small blob has a smaller 2D potential magnitude than the medium blob and thus

becomes susceptible to the effects of spinning with more modest parallel profiles

than for the medium blob. Notice that the potential and density contour lines

almost perfectly overlap for the ∆z = 0.5 case in Fig. 2.29, demonstrating the the

potential is almost purely Boltzmann. Furthermore, it appears that even a modest

initially varying profile, where spinning is not quite important, still allows for the

development of the drift wave instability at early stages in the blob advection. This

can be seen by comparing the last time slice for ∆z = 2.0 shown in Fig. 2.15 with

the corresponding time slice shown in Fig. 2.10. The reduced radial convection

with increasing n(0)/nsh is a result of the spinning mixing the polarized charge and

the onset of poloidal convection is due to the rotation of the diminished polarized

potential to a different angle with respect to the 2D plane. Both of these results

are analogous to that found for nonthermalized spinning blobs discussed in [21].

One difference between the spinning of nonthermalized sheath connected

plasma blobs and spinning due to a Boltzmann potential when the blob has some

initially varying density profile is that, because the Boltzmann potential varies

along the field line, the spinning rate also varies along the field line. So Boltzmann

spinning is a full 3D effect - whereas the spinning rate for nonthermalized blobs

is a purely 2D effect. The full 3D nature of the spinning is demonstrated in Fig.

2.16 by showing several different cross sections of the density contours in different

planes for a small blob with ∆z = 0.5. The implications of having a parallel varia-
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tion of the spinning is not examined and detail here, but will be discussed further

in the conclusion of this paper.
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Advecting Blob Spinning Estimates

 

 

eφB/T = ln(n(0)/nsh)

eφsh(∆ = 0.3)/T

eφsh(∆ = 1.0)/T

∆ z = 0.5

∆ z = 1.0

∆ z = 2.0

Figure 2.13: Relative importance of spinning on advecting (∆ ! 1) blobs. Spinning

is important when φB " φsh. Parameters used for φsh are same parameters used in

previous section for current-like tokamaks.

Determining the relative importance of spinning for large blobs is a bit dif-

ferent than that of small and medium blobs. This is because the dynamical time

scale for large blobs is set by the small wavelength flute instability rather than by

the E×B advection rate. It has been shown in [37] that blob spin can stabilize the

flute mode instability, but can also lead to a rotational instability. How spinning

affects large blobs is demonstrated in Fig. 2.17 using the current-like parameters.

Here it is seen that even a slight deviation in the 2D potential seems to stabilize

small wavelength flute instabilities, but a larger wavelength mode still develops. It

also appears that the developing finger gets spun up, similar to how the entire blob

does for medium and small blobs, when the Boltzmann potential become compa-

rable to and greater than the 2D potential. These are just a qualitative description

of what is seen in the simulations. A more detailed and quantitative description

of how spinning affects large blobs is deferred to a future paper.
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Figure 2.14: Comparison of small blob (∆ = 0.3) evolution for varying initial parallel

density profiles. The 2D contours are taken at z = 0. The solid contour lines shown in

the first time slices represent the 2D potential structure.

2.4 Discussion and Conclusion

The standard 2D sheath connected model of plasma blobs driven by effective

gravity forces is extended to 3D by including the electrostatic parallel electron

and ion equations of motion under the assumptions of high collisionality, cold

ions, and isothermal electrons. The conventional relation between the parallel

current density and the potential from linear sheath theory used in the 2D model is

implemented as boundary conditions in our 3D model. The new physics that enters

from parallel ion dynamics are ion sound waves and parallel advection. The new

physics that enters from parallel electron dynamics is the resistive bowing of the

parallel profiles, the resistive drift wave instability, and Boltzmann spinning. For

the modestly varying parallel profiles examined in this work, parallel ion dynamics

occur on time scales much longer than that of parallel electron dynamics and only
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Figure 2.15: Comparison of medium blob (∆ = 1) evolution for varying initial parallel

density profiles. The 2D contours are taken at z = 0. The solid contour lines shown in

the first time slices represent the 2D potential structure.

the effects of parallel electron dynamics are examined in detail. The deviation

of blob dynamics from that predicted by 2D theory due to the parallel electron

dynamics is examined in the conventional 2D limit, σ∥ >> σsh, where the resistive

bowing of the parallel profiles is negligible.

The dynamics of plasma blobs predicted by 2D sheath limited theory is re-

viewed. Although E×B advection sets the time scale for small and medium blobs,

whereas small wavelength flute modes set the time scale for large blobs, both of

these phenomena occur on the same relative time scale ω−1
g . The only relevant

nondimensional parameter governing the dynamical evolution of sheath limited

plasma blobs in 2D theory is the characteristic transverse size of the blob δ with

respect to the fundamental size δ∗. The different physics predicted by 2D the-

ory for the evolution of small, medium, and large blobs is demonstrated with 2D
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Figure 2.16: 2D density contours from 3D simulation taken at different slices along the

magnetic field line corresponding to 2D density contour shown at t = 3.5 and ∆z = 0.5

in Fig. 2.14.

simulations of the 2D governing equations using the code BOUT++.

3D simulations of seeded blobs with initially homogeneous profiles along the

field line demonstrate that 2D blob theory holds well on time scales short compared

to the drift wave instability, but, once the instability develops, the free energy

source present in the blob density gradient is quickly depleted resulting in a much

more diffuse blob with little radial convection. The effects of resistive drift waves on

blob dynamics is estimated using the results from a standard local linear analysis

of the 3D equations. It is argued that the linear modes from this model are a

good representation of the modes that affect the more geometrically complicated,

convecting plasma blobs because the convective rate is typically less than the drift

wave frequency and typical blob sizes are larger than the size of the perpendicular

wavelengths that correspond to the dominant unstable modes.

It is demonstrated that the sheath boundary condition does not enter into the

dispersion relation for the finite parallel modes with m ̸= 0 in the 2D limit where

σ∥ >> σsh. The resulting dispersion relation is a linear combination of the standard

flute mode and drift wave dispersion relations. The drift waves dominate the flute

modes as long as the drift frequency is large compared to the flute mode frequency

and the maximum growth rate in this limit is shown to scale with 1/
√
gδ. Thus,

smaller blobs and blobs in systems with a smaller effective gravity force should be
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Figure 2.17: Comparison of large blob (∆ = 3) evolution for varying initial parallel

density profiles. The 2D contours are taken at z = 0. The solid contour lines shown in

the first time slices represent the 2D potential structure.

more susceptible to the drift wave instability. This result is supported numerically

by performing four different 3D simulations and varying the blob size and effective

gravity force.

The parallel mode number corresponding to the maximum growth rate pre-

dicted by the local linear analysis is determined by ω∥ = ω∗/(1+χ2) and seems to

agree well with that found in the seeded blob simulations. It should be mentioned

that in the conventional 2D limit as σ → ∞, a system of finite length L cannot

support the dominant unstable modes and 2D theory should be valid with respect

to the drift wave instability. However, for most practical values of σ, the dominant

modes can be supported.

The perpendicular and parallel wavelengths corresponding to the dominant

unstable modes are identified for a∆ = 1 blob using two different parameter sets - a
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set that is characteristic of current tokamaks and a set that may be characteristic

of future tokamaks. The wavelengths corresponding to the dominant unstable

modes agree qualitatively well with that predicted by the local linear analysis.

Exponential growth is found to occur during the time range where the dominant

unstable modes become noticeable in the simulations. In agreement with the local

linear analysis, the future-like blob dissipates at a relatively earlier time than the

current-like blob does. However, even though the onset of the dominant unstable

mode for the future-like blob occurs at a relatively earlier time than for the current-

like blob, the actual growth rate is larger for the current-like blob. I argue that this

is because the current-like blob propagates further before the dominant unstable

mode sets in and, since the radial density gradient of the blob steepens more and

more as the blob propagates radially outward [23], the actual density gradient is

much larger than that used in the local linear analysis. A more modest linear

mode does seem to set in for the current-like blob at around the same normalized

time as the dominant mode sets in for the future-like blob, but this mode is not

strong enough to dissipate the blob before a more dominant mode sets in at a later

time. A more detailed analysis of the modes seen in these simulations with those

predicted by a global solution employing the full background density profile when

the blob goes unstable is in the works and will be discussed in a future paper.

The results presented in this paper on the effect of drift waves on blob dy-

namics are only expected to be qualitatively accurate due to the limitations of the

simplified model used. Namely, the neglect of parallel electron kinetics, parallel

electron heat flow, and finite ion temperature. The use of parallel Ohm’s law is only

valid in the collisional fluid limit where λek∥ < 1 and this parameter is marginal

for most tokamak edge parameters. Also, the isothermal electron assumption is

never actually a quantitatively good assumption for linear drift waves [36] in a

collisional plasma. Furthermore, although the ions are typically much colder than

the electrons in the edge of most small scale experimental devices, it can be com-

parable to or even larger than Te in the edge region of large scale tokamaks [17].

All of these limitations should be considered when interpreting the results from

this work and suggest that parallel electron heat flow, parallel electron kinetics,
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and finite ion-larmor radius effects could be important.

Blobs seeded with a varying parallel profile results in the plasma having a

Boltzmann-like relation along the field line. This Boltzmann potential has a radial

profile due to its dependence on the radially varying blob density and introduces

a new sink of the 2D driving potential through spinning. Analogous to the effects

of spinning that result from sheath connected plasma blobs with a radially vary-

ing temperature profile discussed in [21], Boltzmann spinning reduces the blobs

radial velocity, keeps the blob more coherent, and induces some poloidal convec-

tion. However, these effects are only descriptive of the blob dynamics during the

early stages of the blob evolution before the drift wave instability sets in, which

eventually dissipates the blob. The contrasts are that spinning due to a varying

parallel density profile has a parallel variation and can occur even if the blob is

not sheath connected. The sheared rotation associated with this parallel variation

of spinning can also be a source of instability for plasma blobs [38]. However,

this instability is electromagnetic in nature and thus cannot be captured by the

electrostatic equations considered in this paper. Electromagnetic effects should be

a topic for future research.

It is argued from the conventional sink-source relation of the 2D potential

that the relative importance of spinning on convecting blobs can be determined by

comparing the conventional 2D potential with the Boltzmann potential that arises

due to the parallel density profile. This claim is supported by performing a series

of 3D seeded blob simulations and varying the initial density profiles. Quantifying

the 3D effects of spinning on large blobs is different then that for small and medium

blobs because the 2D dynamics of large blobs is that they break apart via small

wavelength flute modes on time scales short compared to their advective time.

The results of 3D seeded blob simulations with varying profiles for a large blob are

presented. It is found that spinning stabilizes a small wavelength flute mode [37],

but a larger wavelength finger still develops.

The work presented in this chapter is a reprint of the material as it appears

in Effects of parallel electron dynamics on plasma blob transport in Physics of
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Plasmas 19, 082312 by J. Angus, M. Umansky, and S. Krasheninnikov, 2012. The

dissertation author was the primary investigator and author of this paper.



Chapter 3

Drift Wave Dispersion Relation

for Arbitrarily Collisional Plasma

Drift waves are a class of electrostatic modes regularly seen in magnetically

confined plasmas that play a vital role in cross field plasma transport [39]. The

modes are often linearly unstable due to the ”free energy” source contained in the

plasma pressure gradient and there are many different processes that can act as

the mechanism for the onset of the instability [35,39]; such as a finite resistivity via

electron-ion collisions, resonant wave-particle interactions, a finite current density

along the magnetic field line, etc. Drift waves that are driven unstable by the first

two methods are considered in this Chapter. The physics of resistive drift waves

driven by electron-ion collisions and collisionless drift waves driven by resonant

wave-particle interactions is well documented and understood. The physics of

both is explained thoroughly in [35, 39] and the references therein.

Resistive drift waves and collisionless drift waves occur in completely different

system parameter regimes and are therefore governed by different equations. The

plasma is governed by the collisional fluid equations when both ν >> ω and

λek∥ << 1, where ν is the collision frequency, λe is the electron mean free path,

and the characteristic time scale and spatial scale of interest are respectively ω−1

and k−1
∥ . The collisionless kinetic equation describes the system when ν << ω.

44
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However, in the intermediate regime, where ν ∼ ω and λek∥ ∼ 1, neither the

collisional fluid equations nor the collisionless kinetic equation are considered valid.

To address the issue of linear drift waves in these intermediate regimes, a

generalized linear dispersion relation for drift waves that is valid for arbitrary values

of λek∥ and ν/ω is obtained. This is accomplished by treating the electrons using

the drift-kinetic equation to retain wave-particle interactions and using a BGK-like

collision operator [40] to represents the collisional exchange of momentum with the

ions. Moreover, the electrons are typically considered isothermal in the collisional

treatment, which is only valid when ω is less than the parallel electron diffusion

rate ω∥. The kinetic treatment of electrons insures that finite parallel electron heat

flow is also retained in the analysis. The effect that finite ion temperature has on

the dispersion relation is analyzed by treating the ions in the traditional way using

the full collisionless Boltzmann equation.

3.1 Highly Collisional Electrons

Drift waves are a quasi-neutral phenomenon where the parallel physics along

the field line dominates the electron dynamics and the cross field physics dom-

inates the ion dynamics. The linear dispersion relation is found by separately

solving for the electron and ion density perturbations, ñe and ñi, in terms of

the potential perturbation φ̃ and then equating them. Solving for ñe using a ki-

netic equation implicitly implies that temperature perturbations are retained in

the analysis. However, the conventional method for obtaining ñe from the colli-

sional fluid equations [35] is done by assuming that the electrons are isothermal.

In order to have an appropriate expression for ñe from a fluid theory to compare

with ñe in the collisional limit from a kinetic theory that includes collisions, the

electron temperature perturbations must be retained in the linear analysis of the

fluid equations. This requires retaining the electron heat equation and thus the

full set of electron Braginskii equations [41] needs to be considered. The full set

of Braginskii equations for electrons in a singly charged (Z = 1) collisional plasma
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are

∂ne

∂t
+∇ · (neVe) = 0, (3.1)

neme
dVe

dt
= −∇ · πe −∇Pe + ene

(

∇φ−
Ve

c
×B

)

+Re, (3.2)

ne
3

2

dTe

dt
+ Pe∇ ·Ve = −∇ · qe − πe : ∇Ve +Qe, (3.3)

where d/dt = ∂/∂t + Ve · ∇, Pe = neTe, and all other terms such as the stress

tensor πe, the electron-ion momentum transfer Re, the electron heat flux qe, and

the electron-ion heat transfer Qe are defined conventionally as presented in [41].

Consider a strongly magnetized plasma in a Cartesian geometry with a uni-

form magnetic field B = Bẑ in the z-direction. The ions for now are assumed to

be cold. A local linear analysis of Eqs (3.1)-(3.3) relevant to the study of resistive

drift waves is performed by assuming a background with no potential, no mean

parallel velocity, homogeneous electron temperature, and density that is homo-

geneous along y and z but has a gradient in the x-direction ∂lnn0/∂x = −1/δ.

Perturbations of the form exp
[

−iωt + ik⊥y + ik∥z
]

are assumed for the density,

potential, velocity, and temperature. The ordering of time scales for a local anal-

ysis of collisional drift waves is ω << 1/τe << Ωe, and the order of space scales is

λek∥ << 1, ρe << k−1
⊥ << δ, and k∥ << k⊥. Here Ωe = eB/(mec) is the electron

gyro-frequency, ρe = ve/Ωe is the electron gyro-radius, ve =
√

Te/me is the electron

thermal velocity, τe = 3
√
mT 3/2

e /(4
√
2πe4nlnΛ) is the electron collision time with

lnΛ ≈ 10, and λe = τeve/0.51 is the electron mean free path. The heat transfer

between electrons and ions may also be neglected since it occurs on a time scale

longer than the momentum transfer by the factor of Mi/me. The reduced set of

equations relevant to the study of linear drift waves in the limits and assumptions
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mentioned above are

∂ne

∂t
+VE ·∇ne = −∇∥

(

neV∥
)

, (3.4)

0.51mene

τe
V∥ = ene∇∥φ−∇∥Pe − 0.71ne∇∥Te, (3.5)

3

2

∂Te

∂t
+ Te∇∥V∥ =

−1

ne
∇∥
(

0.71neTeV∥ − κe
∥∇∥Te

)

, (3.6)

where κe
∥ = 3.16neTeτe/me, V∥ = Ve · b̂, and VE = cb̂ × ∇φ/B is the E×B drift

velocity.

Notice that the diamagnetic component of the electron velocity normal to

the magnetic field does not enter into Eqs (3.4)-(3.6). This is because a homoge-

neous magnetic field is assumed in which case the diamagnetic velocity plays no

role in the density evolution, has its contribution to the advection of momentum

exactly cancelled by the corresponding component of the collisionless diamagnetic

contribution to the stress tensor, and its contribution to the left hand side of the

heat equation is exactly balanced by the diamagnetic heat flux.

After some algebra, the electron density perturbation ñe is found in terms of

the potential perturbation φ̃ to be

ñe

n0

=

[

(

ω∗ + iω∥
) (

3

2
ω + iκω∥

)

+ βiω∗ω∥
(

ω + iω∥
) (

3
2
ω + iκω∥

)

+ βiωω∥

]

eφ̃

Te
, (3.7)

where ω∗ = csρsk⊥/δ is the drift frequency, cs =
√

Te/Mi is the cold ion sound

speed, ρs = cs/Ωi, ω∥ = v2ek
2
∥/ν is the characteristic rate for an electron to dif-

fuse a parallel wavelength, ν = 0.51/τe is the collision frequency, κ = 1.61, and

β = (1.71)2. κ physical comes from the diffusive heat flux and rest of the electron

temperature fluctuations enter the dispersion relation through the terms propor-

tional to β; if the contributions from the thermal force are neglected then β = 1

and if temperature perturbations are neglected all together then β = 0. In the

latter case, Eq. (3.7) reduces to what would be found by a priori setting T̃ = 0 [35].

The isothermal treatment of electrons in a collisional plasma is typically

considered valid when the collisionally diffusive heat flux rate ω∥ is much faster than
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the phenomenon under consideration ω. However, due to the fact that the velocity

perturbations in a collisional plasma are set by collisions rather than by inertia,

the ”effective” adiabatic response to the heat equation occurs on the same time

scale as the heat flux and thus the temperature fluctuations are always the same

order as the density perturbations independent of the heat flux rate. A detailed

comparison of the dispersion relations found when ignoring electron temperature

perturbations and that found by retaining T̃ will be given later in the chapter.

3.2 Arbitrarily Collisional Electrons

To explore the effects of finite electron mean free path (λek∥ ∼ 1) on linear

drift waves, consider the electrons to be governed by the following drift-kinetic

equation with a BGK-like collision operator [40]:

∂f

∂t
+VE ·∇f + v∥∇∥f +

e

me
∇∥φ

∂f

∂v∥
= −ν (f − fM) , (3.8)

where f is the gyro-phase independent electron distribution function and fM is the

Maxwellian distribution function defined as

fM = neexp
[

−v2/(2v2e)
]

/
(

√

2πv2e

)3

. (3.9)

All other parameters are defined the same as before. The mean parallel velocity

V∥ =
∫

v∥fdv/ne is ignored in the Maxwellian used in the collision operator be-

cause this operator is meant to represent the loss of electron momentum due to a

difference in the electron and ion mean velocities.

The electron-electron energy exchange rate is on the same order as the

electron-ion momentum exchange rate and the collision operator used in Eq. (3.8)

can therefore be considered to represent both the collisional loss of electron mo-

mentum to the ions as well as the collisional relaxation of the electrons with them-

selves. Also, since the thermal energy exchange of electrons with ions occurs on

a time scale that is larger than ν by a factor of Mi/me >> 1, it is a valid as-

sumption to ignore this in the collision operator and thus our collision operator
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has the desired properties of conserving density ne =
∫

fdv and thermal energy
∫

me

2
|v− U∥b̂|2fdv = 3

2
nemev2e .

Assume the same geometry, background, and perturbations used in the fluid

analysis above to linearize Eq. (3.8). The resultant perturbed distribution function

is

f̃ =

(

k∥v∥ − ω∗
)

eφ̃
Te
fM0

− iνf̃M

k∥v∥ − (ω + iν)
, (3.10)

where fM0
is the background Maxwellian, and f̃M is the linearized Maxwellian

defined as

f̃M =

(

ñe

n0

+
1

2

(

v2

v2e
− 3

)

T̃

Te

)

fM0
. (3.11)

Similar linearized collision operators have been considered before in the study of

rarefied gas dynamics [42,43]. One can verify that the linearized collision operator

does indeed conserve density since
∫

f̃Mdv = ñe and, to first order in perturba-

tion parameters, conserves thermal energy density since
∫

me

2
|v − Ũ∥b̂|2f̃Mdv ≈

∫

me

2
v2f̃Mdv = 3

2
n0mev2e

(

ñe

n0
+ T̃

Te

)

.

The electron density perturbation is found in terms of the potential pertur-

bation by taking the zeroth and second velocity moments of Eq. (3.10) and per-

forming some algebraic manipulations to remove the temperature perturbations.

The result (see Appendix B) is
ñe

n0

= η
eφ̃

Te
(3.12)

with

η ≡

(

1 +
(

α− ω∗√
2vek∥

)

Z
)(

3

2
+ iνZ√

2vek∥

)

+ iν√
2vek∥

(

ω∗α√
2vek∥

− 1

2

)

(

α +
(

α2 − 1

2

)

Z
)

(

1 +
(

α− ω√
2vek∥

)

Z
)(

3
2
+ iνZ√

2vek∥

)

+ iν√
2vek∥

(

ωα√
2vek∥

− 1
2

)

(

α +
(

α2 − 1
2

)

Z
)

,

where Z = Z(α) = 1√
π

∫∞
−∞ exp(−x2)/(x− α)dx is the plasma dispersion function

with α = (ω + iν) /(
√
2vek∥).

For ν = 0, Eq. (3.13) directly reduces to

ñe

n0

=

[

1 +

(

ω − ω∗√
2vek∥

)

Z(α)

]

eφ̃

Te
, (3.13)
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which is exactly the equation for ñe/n0 for a collisionless plasma [35]. The leading

order contribution to Z(α) in the collisionless isothermal limit (ω/k∥ << ve) comes

from the Landau pole Z(|α| << 1) = i
√
π and Eq. 3.13 reduces to that used to

analyze collisionless drift waves in [35].

The collisional fluid limit is valid when both ν/(
√
2vek∥) >> 1 and ν >>

ω are satisfied. The plasma dispersion function in this limit may be expressed

as an infinite sum: Z(|α| > 1) = −1

α

∑∞
n=0Cn

(

1

α

)2n
, where C0 = 1 and Cn =

Cn−1 (n− 1/2). Without making any other assumptions on the ordering between

ω and ω∥ and retaining all terms up to those that scale with 1/α2, Eq. (3.13)

reduces to
ñe

n0

=

[

(

ω∗ + iω∥
) (

3
2
ω + i5

2
ω∥
)

+ iω∗ω∥
(

ω + iω∥
) (

3

2
ω + i5

2
ω∥
)

+ iωω∥

]

eφ̃

Te
. (3.14)

Note that with the exception of having a coefficient of 5/2 in front of the term

that arises due to the diffusive heat flux rather than the factor of 1.61 found

from the Braginskii equations, that this expression is equivalent to Eq. (3.7) if

the contributions from the thermal force in Eq. (3.7) are also neglected. These

differences can be expected since a BGK collision operator is used which cannot

capture the thermal force and will yield a different heat flux coefficient than that

found from the Braginskii equations where the full linearized Fokker-Plank collision

operator is considered.

3.3 Linear Dispersion Relation

The ion dynamics, in contrast to the electrons, are dominated by the cross

field physics because of the large electron-ion mass ratio. The parallel ion dy-

namics occurs on the time scale of sound waves and may be neglected as long as
√

(Te + 5Ti/3)/Mi << ω/k∥. Furthermore, wave particle resonances may be ig-

nored if the ion thermal velocity vi =
√

Ti/Mi is small compared to ω/k∥. On the

other hand, the large ion mass complicates the perpendicular dynamics when con-

sidering finite Ti because the characteristic ion gyro-radius ρi = vi/Ωi can become

comparable to the perpendicular wavelength in which case the drift-kinetic equa-
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tion cannot be used. For these reason, parallel dynamics can be neglected, but the

ion density perturbation must be found from the full Vlasov equation rather than

the simplified drift-kinetic equation. The ion density perturbation for ω << Ωi

and vi << ω/k∥ can be shown to be [35]

ñi

n0

=

[

ω∗

ω
e−ΛiI0 (Λi)−

Te

Ti

(

1− e−ΛiI0 (Λi)
)

]

eφ̃

Te
, (3.15)

where Λi = k2
⊥ρ

2
i and I0 is the modified Bessel function of the first kind. For

k⊥ρi << 1, the ion density perturbation reduces

ñi

n0

=

[

ω∗

ω
(1− Λi)− k2

⊥ρ
2
s

(

1−
3

4
Λi

)]

eφ̃

Te
. (3.16)

The expression for ñi from cold ion theory [35], where the only contributions to ñi

are from the E×B drift velocity and the ion polarization current, is found when

Λi = 0.

The dispersion relation for drift waves is found by equating ñe and ñi under

the assumption of quasinuetrality. Similar to the collisionless kinetic theory, it can

be shown from equating Eq. (3.13) and (3.15) that as k∥ → ∞ the real part of the

frequency ωR approaches [35]

ωR

(

k∥ → ∞
)

= ω∗

[

e−ΛiI0(Λi)

1 + Te

Ti
[1− e−ΛiI0(Λi)]

]

. (3.17)

This gives ωR = ω∗/(1 + ρ2sk
2
⊥) in the limit of small Λi. The maximum growth

rates for Λi << 1 in both the collisional fluid and collisionless kinetic solutions

can be shown to occur when ρsk⊥ ∼ 1 [35, 44]. For the convenience of having

the normalized real frequency asymptote to unity at large k∥ when Λi << 1 and

ρsk⊥ = 1, the following normalization is adopted: k̂⊥ = ρsk⊥, k̂∥ = 2δ
√
2vek∥/cs,

ω̂ = 2δω/cs, and ν̂ = 2δν/cs.

In terms of these dimensionless parameters, the plasma is marginally colli-

sional when ν̂ ≈ ω̂ ≈ k̂∥ and collisional when ν̂ >> ω̂ and ν̂ >> k̂∥. The solution

of the dispersion relation for Λi = 0 and k̂⊥ = 1 is compared with the collisionless

(using Eq. (3.13) for ñe) and fluid solutions (using Eq. (3.7) for ñe with β = 1) in
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Figs 1-2 for varying values of ν̂ in order to demonstrate how the dominant unstable

modes transition from being driven by wave-particle resonances to being driven by

collisions.

0

0.1

0.2

0.3

γ̂ ν̂ = 0.1 ν̂ = 1

0 2 4 6
0

0.5

1

k̂∥

ω̂

0 2 4 6 8 k̂∥

Figure 3.1: Normalized drift wave growth rate (top) and normalized frequency (bot-

tom) versus normalized parallel wavenumber for Ti/Te = 0, k̂⊥ = 1, ν̂ = 0.1 (left), and

ν̂ = 1 (right). The – line is the kinetic solution, the - - curve is the fluid solution without

the thermal force contribution, and the ·· curve is the collisionless solution.

The solution for ν̂ = 0.1 shown in Fig. 1 matches well with the known

collisionless dispersion relation. Even for ν̂ = 1 the Landau pole is seen to be

the largest contribution to the solution for large k̂∥. The transition from the

collisionless solution to the collisional solution found by neglecting the thermal

force contributions to the collisional fluid dispersion relation is shown in Fig. 2.

Very good agreement between the two solutions is seen for ν̂ = 100. The small

differences between the two solutions in the collisional limit are only due to the

different coefficient for the heat fluxes that are found from the Braginskii equations

and from using a simplified BGK collision operator.

The dispersion relation from our kinetic solution in the collisional limit (using

Eq. (3.14) for ñe) is compared with the full collisional fluid solution (using Eq.

(3.7) for ñe with β = 1.712) in Fig. 3 to show how much the thermal force changes

the dispersion relation. The conventional isothermal solution (using Eq. (3.7)

for ñe with β = 0) is also shown to demonstrate the full effect of temperature
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Figure 3.2: Normalized drift wave growth rate (top) and normalized frequency (bot-

tom) versus normalized parallel wavenumber for Ti/Te = 0, χ = 1, ν̂ = 10 (left), and

ν̂ = 100 (right). The – line is the kinetic solution, the - - curve is the fluid solution

without the thermal force contribution, and the ·· curve is the collisionless solution.

fluctuations on the dispersion relation.

Although the dispersion relation found from considering T̃ = 0 was shown

in Section II to be quantitatively different than that found from retaining T̃ in

the analysis, from Fig. 3 it appears that the dispersion relations qualitatively

agree very well. The largest contribution to the difference between the isothermal

solution and the full solution seems to be due to the thermal force.

3.4 Finite Ti Effects

The maximum growth rate as a function of Ti/Te from the general solution

is shown in Fig. 3a for varying values of ν̂ to demonstrate how the drift wave

instability is modified by finite ion temperature. The maximum growth rates

are about the same when Ti ≈ Te as they are for Ti << Te, but they decrease by

about a factor of two for Ti = 10Te. The corresponding perpendicular wavenumber,

parallel wavenumber, and real frequency are also shown. Notice that the maximum

growth rate as a function of k⊥ shifts from peaking around ρsk⊥ ∼ 1 for Ti << Te
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Figure 3.3: Normalized drift wave growth rate (top) and normalized frequency (bot-

tom) versus normalized parallel wavenumber for Ti/Te = 0, k̂⊥ = 1, ν̂ = 10 (left), and

ν̂ = 100 (right). The – line is the kinetic solution in the collisional limit, the · – · curve

is the conventional isothermal fluid solution, the - - curve is the full fluid solution, and

the ·· curve is the fluid solution without the thermal force contributions.

to peaking around ρik⊥ ∼ 1 when Ti " Te. The real frequency corresponding to

the maximum growth rate decreases with increasing Ti/Te, as is expected from

Eq. (3.17), but, similar to the maximum growth rate, is relatively independent of

collisionality. The parallel wavenumber where the maximum growth rate occurs

only slightly decreases with increased ion temperature.

3.5 Conclusion

In summary, a generalized linear dispersion relation for drift waves valid for

arbitrary values of electron-ion collision frequency and electron mean free path is

obtained by treating the electrons using the drift-kinetic equation with a BGK-

like collision operator to represent both the collisional loss of momentum to ions

and thermal relaxation with themselves. The solution matches the well-known

collisionless solution exactly when the collision frequency is zero. The solution

also matches the collisional fluid solution quite well in the highly collisional limit
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Figure 3.4: Maximum growth rate a) and corresponding frequency b), perpendicular

wavenumber c), and parallel wavenumber d) versus temperature ratio Ti/Te for varying

values of collision frequency ν̂. The – line is for ν̂ = 0, the - - line is for ν̂ = 1, and the

·· line is for ν̂ = 10.

if one neglects the thermal force contributions to the dispersion relation from fluid

theory which cannot be captured with the simple BGK collision operator used in

our kinetic analysis.

The conventional collisionally isothermal assumption used to neglect T̃ with

respect to ñe in the electron analysis is shown to not actually be a valid assumption

in a collisional plasma where the ”effective” adiabatic response is set by collisions

rather than by inertia in which case the contributions to the heat equation from

the compression of the plasma and the heat flux are always on the same order.

However, the dispersion relation found from treating the electrons as isothermal

in fluid theory is shown to be qualitatively similar to the full solution found by

retaining the electron temperature fluctuations in the linearization of the Braginskii

equations. The largest contribution to the difference is the effect of the thermal

force in the Braginkii equations and results in a slightly decreased maximum growth

rate that occurs at a slightly higher parallel wavenumber.

Using the same edge parameters that were used in Ch. 2 typical for current

tokamaks (Te = 20eV, and nB = 1013cm−3) and future tokamaks (Te = 50eV, and
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nB = 3× 1013cm−3) one obtains 0.1 ! ν̂ ! 1.0 for typical blob sizes 0.1 ! δ ! 1.0.

It can be concluded from Fig. 1 that the maximum growth rates from fluid theory

in this range of ν̂ occurs where the system is marginally collisional (ω̂ ≈ ν̂ ≈ k̂∥),

but the the full solution demonstrates that the actual dominant unstable modes for

this range of ν̂ are mostly driven by collisionless effects. However, since the fluid

equations still yield a maximum growth rate comparable to that from collisionless

theory, the fluid equations are sufficient enough to determine that the density

gradients that drive the blob will be depleted on time scales short compared to

blobs convective time scale. From a nonlinear point of view though, the fact that

the maximum growth rate from the fluid equations occurs at a lower mode number

and misses the numerous comparable modes at higher k̂∥ may mean that the fluid

equations will not accurately depict the nonlinear behavior of drift waves in systems

where ν̂ ! 1.

The ability of the fluid equations to capture the correct maximum linear

growth rate is also dependent on the assumption that Ti < Te which is typically

not a good assumption in the open field line scrape off layer of large scale tokamaks.

It was shown that the maximum growth rate doesn’t change appreciably when Ti

and Te are comparable, but does decrease by about a factor of two when the Ti is

an order of magnitude larger than Te. Moreover, the convective rate of blobs scales

with the square root of the total temperature (
√
Te + Ti) [17] and will therefore

increase as Ti becomes comparable to and larger than Te. Thus, when Ti " Te, the

disparity between the blob convective rate and the maximum drift wave growth

rate in systems will not be as large as Eq. 2.23 gives. However, baring the extreme

case where Ti ≈ 10Te, the disparity in the time scales is still enough to suggest

that drift waves could affect blobs in the outer midplane of large scale tokamaks.

However, since the growth rate is exponential, one could still expect drift

waves to affect plasma blobs in the outer midplane of large scale tokamaks. How-

ever, since the maximum growth rates occur around k⊥ρi order unity when Ti >>

Te, finite ion gyro-radius effects could be import for accurate modeling of plasma

blobs in the outer midplane of tokamaks which cannot be captured by fluid theo-
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ries.

To conclude I wish to make some general comments about linear drift waves.

Collisionless drift waves are driven unstable by wave-particle interactions and have

maximum growth rates when the phase velocity ω/k∥ is on the order of the electron

thermal velocity ve. On the other hand, resistive drift waves are driven unstable

by electron-ion collisions and the maximum growth rates occur when ω is on the

order of the parallel diffusion rate ω∥. In either case, the wave frequency ω is on

the order of the fundamental drift frequency, given in Eq. 3.17, which for cold ions

is on the order of ω∗. The growth rate is linked with this fundamental frequency

of drift waves and, even though the mechanism by which the waves are driven

unstable is different in the collisional and collisionless cases, it is not surprising

that the maximum growth rates are comparable. An example of this link between

the maximum growth rate and frequency can be seen in Fig. 3.4 a) and b) where

the maximum growth rate and real frequency where the maximum growth rate

occurs both decay in similar ways with increasing ion temperature. This suggests

that linear drift waves driven unstable by other mechanisms not discussed in this

chapter could be expected to also have similar growth rates to those discussed

in this chapter as long as the fundamental frequency remains more or less the

same. The main role of the destabilizing mechanism seems to be in determining

the parallel wavenumber k∥ at which the maximum growth rate will occur.

The work presented in this chapter is a reprint of the material as it appears

in Drift wave dispersion relation for arbitrarily collisional plasmas in Physics of

Plasmas 19, 052504 by J. Angus and S. Krasheninnikov, 2012. The dissertation

author was the primary investigator and author of this paper.



Chapter 4

Model Drag-Diffusion Collision

Operator for Kinetic Codes

Each particle in a plasma is continuously experiencing electrostatic interac-

tions (collisions) with all the other particles in the plasma. These collisions change

each particles instantaneous speed and direction. In ideal plasmas, due to the

relatively large mean particle energy, the dominant contribution to the change of

a particles velocity vector comes from a collective effect of many weak (small an-

gle scattering) interactions. The evolution of the distribution function of species

α due to discrete small angle scattering collisions is governed by the standard

Fokker-Planck Equation [45, 46]:

∂fα
∂t

|c = −
∑

β

∂

∂v
·
[

Aβfα −
1

2

∂

∂v
· (Dβfα)

]

, (4.1)

where the vector Aβ and the tensor Dβ are respectively the dynamical friction

and diffusion coefficients for species α due to collisions with species β. The sum is

taken over all present species. Eq. 4.1 represents the slowing down and diffusion

of particles in velocity space due to collisions. In general, these coefficients are

functions of the velocity space coordinate v as well as the distribution function of

the species β with which species α is interacting with.

58
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The dynamical friction and diffusion coefficients for a plasma species are

Aβ = Γβ
∂Hβ

∂v
, and Dβ = Γβ

∂2Gβ

∂v∂v
, (4.2)

where Hβ and Gβ are known as the Rosenbluth potentials [47] defined respectively

as

Hβ (v) =
mα

µ

∫

v
′

fβ
(

v
′)

|v− v
′ |
dv

′
, and Gβ (v) =

∫

v
′
fβ
(

v
′
) ∣

∣

∣
v− v

′
∣

∣

∣
dv

′
, (4.3)

with µ = mαmβ/ (mα +mβ) the reduced mass and the integrals are taken over all

of velocity space. The velocity independent Γβ is defined as Γβ ≡ 4πq2αq
2
βlnΛ/m

2
α

with lnΛ the Coulomb logarithm and all other notation is standard. The Fokker-

Planck collision operator for a plasma species with the coefficients defined in Eq.

4.2 posses several physically meaningful properties [48]. First off, it conserves

density, momentum, and energy. It also satisfies the H-theorem, which states that

the entropy of the system must increase in time and that the steady state solution

is a Maxwellian. The Maxwellian distribution is the maximum entropy state and

is defined as

fM =
n

(
√
πvT )

3
exp

(

−
v

′2

v2T

)

, (4.4)

where n is the density, v
′2 = |v−U|2 with mean velocity U, and v2T = 2T/m is

the thermal velocity with temperature T .

The full nonlinear Fokker-Planck equation for velocity space collisions in a

plasma is analytically well formulated. However, due to the complex velocity space

dependence of the dynamic friction and diffusion coefficients (Eq’s 4.2-4.3), it is

very computationally expensive to use in a numerical algorithm. Moreover, even

though the analytical form of the operator exactly conserves the first three velocity

space moments, retaining these conservations numerically is challenging [49–52].

The conservation of density can be captured numerically using a finite volume

method, but numerical error in the calculation of the fluxes leads to unphysical

numerical heating of the system and can lead to erroneous results. The error

in these moments can be held to a tolerable limit using more refined grids or

iterative processes, but this just amplifies the computational expense of an already

numerically expensive algorithm.
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The difficulties in computing the full nonlinear Fokker-Planck collision op-

erator is often circumvented in numerical algorithms by using reduced forms of

the collision operator that are easier to model numerically. These reduced models

can be formulated from physically meaningful simplifications of the full operator,

such as the linearized Fokker-Planck operator [52–55] and the Lorentz operator [55].

They can also be simplified ”model” operators that may not correspond to any real

physically justifiable simplification of the full Fokker-Planck equation, but satisfy

at least some of the relevant physically properties. Some examples of ”model”

collision operators in a plasma are the Krook operator [40,55,56] and the Fokker-

Planck operator for Brownian motion [57, 58]. These ”model” operators are often

used to study phenomena that occur on time scales much longer than the colli-

sional time scale where the detailed relaxation of the distribution function to a

Maxwellian is not important.

It is demonstrated in this Chapter how the Fokker-Planck operator for Brow-

nian motion can be used as a ”model” operator for like-like plasma species col-

lisions in a numerical algorithm. This model relaxes the distribution function to

a Maxwellian with drag and diffusion, while preserving the density, momentum,

and energy. An appealing feature of this operator, that results from the simplified

structure of the dynamical friction and diffusion coefficients, is that the conserva-

tion of density, momentum, and energy can be captured exactly numerically with

relatively minimal computational effort with respect to the fully nonlinear collision

operator.

4.1 Model Drag-Diffusion Collision Operator

The Fokker-Planck operator for a species described by the distribution func-

tion f undergoing Brownian motion in a moving medium with velocity U = U(x)

and temperature T = T (x) is

∂f

∂t
|c = ν

∂

∂v
·
(

(v−U) f +
T

m

∂f

∂v

)

, (4.5)
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where m is the species mass and ν = ν(x) is the collision frequency. If f represents

ions and the medium is electrons, then Eq. 4.5 describes the ion-electron collision

integral in the highly collision limit where the species are close to Maxwellian

[41]. An additional assumptions for this situation is that relative mean velocity

between electrons and ions be small compared to the electron thermal velocity

|Ue −Ui| /vT << 1.

Eq. 4.5 can also be used as a ”model” for like-like particle collision in a

plasma if the density n, mean velocity U, and temperature T are defined from the

following velocity space moments of the distribution function:

(n, nU, nT ) ≡
∫

v

f

(

1, v,
mv

′2

3

)

dv. (4.6)

Using Eq. 4.5 with U and T defined in Eq. 4.6 relaxes the species to a Maxwellian

while conserving density, momentum, and energy. This model operator thus satis-

fies all of the main macroscopic requirements of a velocity space collision operator

in a plasma. It is shown below how the conservation of these quantities can be

captured exactly in a numerical algorithm.

4.1.1 Finite-Volume Discretization

The finite-volume numerical method is used since the operator presented in

Eq. 4.5 is in divergence form. In a finite-volume method, one solves for the cell-

averaged distribution function. The idea being that the cell-averaged value reduces

to the cell-centered values as the grid is refined. To make the discussion easier,

a 3D3V Cartesian grid with uniform spacing hi in the ith direction is considered.

Generalization of the results to be presented to non-Cartesian systems is straight

forward. The cell-average of an arbitrary function g at the location (xi,vl) ≡
(xi, yj, zk, ul, vm, wn) is

⟨g⟩
xi,vl

≡
1

hvhx

∫

vi+hv/2

vi−hv/2

∫

xi+hx/2

xi−hx/2

gdxdv. (4.7)
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The finite-volume discretization of Eq. 4.5 is simplified by use of Gauss’ theorem

and is

∂ ⟨f⟩
xi,vl

∂t
=

1

hu

〈

ν

[

(u− U c) f +
T c

m

∂f

∂u

]l+1/2

l−1/2

〉

xi,mn

+
1

hv

〈

ν

[

(v − V c) f +
T c

m

∂f

∂v

]m+1/2

m−1/2

〉

xi,ln

+
1

hw

〈

ν

[

(w −W c) f +
T c

m

∂f

∂w

]n+1/2

n−1/2

〉

xi,lm

, (4.8)

where the mean velocity U = U û+V v̂+W ŵ and temperature T are superscripted

with the letter c (for conservative) to distinguish between the mean velocity and

temperature used on the RHS of Eq. 4.8 to conserve the numerical moments and

the actual mean velocity and temperature interpreted from the numerical moments

of ⟨f⟩ to be defined in the next section.

4.1.2 Numerical Conservation of Density, Momentum, and

Energy

The proof of conservation the density, momentum, and energy moments of

Eq. 4.5 follows from the fact that the distribution function f and its derivatives

∂f/∂v are zero on the surfaces at v = ±∞. In order to preserve these conservations

on a finite numerical grid, numerical definitions of these moments need to first be

presented. The numerical quantities to be conserved are the cell-averaged density,

cell-averaged mean momentum, and cell-averaged mean energy. The cell-averaged

density, mean velocity density, and pressure at real space location xi on a grid

with Nv ≡ (Nu, Nv, Nw) evenly spaced grid points in the velocity space dimension

are defined as

(

⟨n⟩
xi
, ⟨nU⟩

xi
, ⟨nT ⟩

xi

)

≡
∫

Ωv

(

1, v,
m

3
v

′2
)

⟨f⟩
xi,vl

dv, (4.9)

where
∫

Ωv

⟨⟩vl
dv ≡

Nw−1
∑

n=0

Nv−1
∑

m=0

Nu−1
∑

l=0

⟨⟩lmnhuhvhw
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is the numerical integral over the finite velocity domain Ωv. Note that these

definitions of the velocity space moments reduce to the exact definitions given in

Eq. 4.6 in the limit where the grid spacing goes to zero and the velocity domain

extrema go to v (vl = −1/2) → −∞ and v (vl = Nv − 1/2) → +∞.

The condition for the exact numerical conservation of density is obtained

by taking the zeroth numerical moment of Eq. 4.8 using the same numerical

integration as used in Eq. 4.9 and setting it to zero. The zeroth moment of Eq.

4.8, after some algebraic simplifications, is

∂ ⟨n⟩
xi

∂t
=

Nw−1
∑

n=0

Nv−1
∑

m=0

hvhw

〈

ν

[

(u− U c) f +
T c

m

∂f

∂u

]l=Nu−1/2

l=−1/2

〉

xi,mn

+
Nw−1
∑

n=0

Nu−1
∑

l=0

huhw

〈

ν

[

(v − V c) f +
T c

m

∂f

∂v

]m=Nv−1/2

m=−1/2

〉

xi,ln

+
Nw−1
∑

m=0

Nu−1
∑

l=0

huhv

〈

ν

[

(w −W c) f +
T c

m

∂f

∂w

]n=Nw−1/2

n=−1/2

〉

xi,lm

.(4.10)

Exact numerical conservation of cell-averaged density is accomplished by setting

f and ∂f/∂v to zero at both the upper (vl = Nv − 1/2) and lower (vl = −1/2)

domain boundaries in each velocity dimension [49–52]. These boundary conditions

are actually just the finite velocity space domain analog of the conditions for f

and ∂f/∂v in an infinite analytical domain.

How the conservative mean velocity Uc and temperature T c are defined in

order to obtain exact numerical conservation of momentum and energy depends

on the order of accuracy of Eq. 4.8 in real space. Assume that only 2nd order

accuracy in real space is required, then, since the cell-average of a product equals

the product of cell-averages to 2nd order (⟨fg⟩xi
= ⟨f⟩xi

⟨g⟩xi
+ O(h2

x)), Eq. 4.8

can be written in the following simplified form:

∂ ⟨f⟩
xi,vl

∂t
=
〈

Ψ0
vl

〉

xi

− ⟨Uc⟩
xi
·
〈

ΨU
vl

〉

xi

+ ⟨T c⟩
xi

〈

ΨT
vl

〉

xi

, (4.11)
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where the Ψvl
functions are defined as

Ψ0
vl

=
ν

hu

〈

[uf ]l+1/2
l−1/2

〉

mn
+

ν

hv

〈

[vf ]m+1/2
m−1/2

〉

ln
+

ν

hw

〈

ν [wf ]n+1/2
n−1/2

〉

lm
, (4.12)

ΨU
vl

=
ν

hu

〈

[f ]l+1/2
l−1/2

〉

mn
x̂+

ν

hv

〈

[f ]m+1/2
m−1/2

〉

ln
ŷ +

ν

hw

〈

[f ]n+1/2
n−1/2

〉

ln
ẑ, (4.13)

ΨT
vl

=
ν

hu

〈

[

∂f

∂u

]l+1/2

l−1/2

〉

mn

+
ν

hv

〈

[

∂f

∂v

]m+1/2

m−1/2

〉

ln

+
ν

hw

〈

[

∂f

∂w

]n+1/2

n−1/2

〉

lm

.(4.14)

The exact numerical conservation of momentum and energy is accomplished

by defining ⟨Uc⟩
xi
and ⟨T c⟩

xi
as the solutions to the the system of equations created

by setting the three first numerical moments and the second numerical moment of

Eq. 4.11 to zero. The pressure moment of Eq. 4.11 gives

∂ ⟨nT ⟩
xi

∂t
=

∫

Ωv

m

3
v

′2
〈

Ψ0
vl

〉

xi

dv − ⟨Uc⟩
xi
·
∫

Ωv

m

3
v

′2
〈

ΨU
vl

〉

xi

dv

+ ⟨T c⟩
xi

∫

Ωv

m

3
v

′2
〈

ΨT
vl

〉

xi

dv = 0, (4.15)

and the mean velocity moment gives the following three equations:

∂ ⟨nU⟩
xi

∂t
=

∫

Ωv

v
〈

Ψ0
vl

〉

xi

dv − ⟨Uc⟩
xi
·
∫

Ωv

〈

ΨU
vl

〉

xi

vdv

+ ⟨T c⟩
xi

∫

Ωv

v
〈

ΨT
vl

〉

xi

dv = 0. (4.16)

For example, consider a problem where the mean velocity vector is zero. The

conservative temperature would then be defined as

⟨T c⟩
xi

≡
−
∫

Ωv

m
3
v

′2⟨Ψ0
vl
⟩xi

dv
∫

Ωv

m
3
v′2
〈

ΨT
vl

〉

xi

dv
. (4.17)

The difference between ⟨Uc⟩
xi

and ⟨T c⟩
xi

defined by the solutions of Eq’s

4.15-4.16 and ⟨U⟩
xi

and ⟨T ⟩
xi

interpreted from Eq’s 4.9 depends on the velocity

space domain size, grid resolution, and the interpolation and differencing methods

used to formulate the fluxes. However, in the limit where the velocity domain goes

to infinity and the grid spacing goes to zero, they are equivalent. Note that it is
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the fact that the coefficients U and T in Eq. 4.5 are independent of velocity that

allows for the exact numerical conservation of the velocity space moments. The

full Fokker-Planck operator has velocity dependent coefficients and therefore this

method cannot be used to conserve the numerical moments of it.

4.2 COGENT Implementation

The numerical scheme above for Eq. 4.5 has been implemented into the

2D2V gyrokinetic code COGENT as a model collision operator for like-like species

collisions. COGENT is a kinetic code designed to study plasma phenomena in the

edge region of magnetic confinement devices and uses the parallel velocity v∥ = v·b̂
and magnetic moment µ = m

2
v2⊥/B velocity space coordinate system. The 2V grid

is a simplified version of the full 3V grid and is used to study the evolution of the

gyroangle independent distribution function. Eq. 4.11 written in this coordinate

system for the gyrophase independent distribution function is

∂f

∂t
|c = ν

[

∂

∂v∥

(

(

v∥ − U∥
)

+
T

m

∂f

∂v∥

)

+
∂

∂µ

(

2µf +
2µT

B

∂f

∂µ

)]

. (4.18)

The thermal relaxation of initially non-Maxwellian distribution functions to

Maxwellian are considered for initial testing of this model collision operator. All

variables are taken to be homogeneous in real space for initial testing purposes. The

relaxation of a distribution function with U∥ = 0 to a Maxwellian along with the the

evolution of the percent error from the exact Maxwellian are shown in Fig. 4.1 with

contour plots in velocity space. The contours lines for a Maxwellian distribution

function in the plane spanned by v̂∥ = v∥/vT and v̂⊥ = v⊥/vT correspond to the

equation of semi-circles since fM = fM
(

v̂2∥ + v̂2⊥

)

. Notice that the distribution

function relaxes to a Maxwellian on the collisional time scale and remains there

at longer times. Also notice that the maximum error from an exact Maxwellian

is about 10% and is concentrated in the corners of the velocity domain, which

is where one would like the error to be concentrated. The grid resolution in the

velocity domain is 40x40 and the domain boundaries in each dimension are about
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2.5vT . The time evolution of the error in the density and temperature from their

initial values corresponding to the results shown in Fig. 4.1 are displayed in Fig.

4.2 a). The error in the density and temperature are both on the order of the

machine accuracy and are completely negligible.

The results from a similar test with a finite U∥ are displayed in Fig. 4.2 b) and

Fig. 4.3. The results of this test are similar to those discussed above for the test

results shown in Fig. 4.1 and Fig. 4.2 a). The error in the density, temperature,

and mean velocity are all on the order of the machine accuracy.
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Figure 4.1: Relaxation of distribution function with no mean velocity to Maxwellian

(left) and corresponding percent error from exact Maxwellian (right). The velocity co-

ordinates are normlized by the thermal velocity vT =
√

2T/m.
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Figure 4.2: Velocity space moments percent error versus time normalized by the colli-

sion time τc = 1/ν. The curves in figure a) correspond to the results shown in Fig. 4.1

and the curves in figure b) correspond to the results shown in Fig. 4.3. The percent

error is calulated from the numerical moments of the distribution function at t = 0 and

are all on the order of the machine accuracy.

4.3 Conclusion

The Fokker-Planck equation for Brownian motion is considered as a model

collision operator for like-like particles collisions in a plasma for numerical algo-

rithms. This model operator drives the distribution function to a Maxwellian with

drag and diffusion while conserving the density, momentum, and energy of the sys-

tem. The operator is very appealing for numerical implementation because exact

numerical conservation of the relevant velocity space moments can be captured

to a high degree of accuracy with relatively little computation effort with respect

to the full nonlinear operator. The conservation of density is captured numerical

by use of the finite volume method and appropriately defining the boundary con-

ditions at the velocity domain boundaries. The conservation of momentum and

energy is captured by solving for the mean velocity vector U and temperature T

used on the right-hand side of the operator from the system of equations created

by setting the three first numerical moments and the second numerical moment of

the operator to zero.
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Figure 4.3: Relaxation of distribution function with finite mean parallel velocity to

Maxwellian (left) and corresponding percent error from exact Maxwellian (right). The

velocity coordinates are normlized by the thermal velocity vT =
√

2T/m.

The model has been implemented into the 2D2V gyrokinetic code COGENT

and two different thermalization tests are considered for testing purposes. In both

tests, the distribution function is shown to relax to a Maxwellian on the collisional

time scale and to remain there at long times. The maximum error at long times

from an exact Maxwellian is concentrated at the velocity space domain corners.

The error in the density, mean parallel velocity, and temperature from their initial

values are all on the order of the machine accuracy and completely negligible.



Chapter 5

Anomalous Transport Model for

Kinetic Simulations

The cross field transport in tokamaks is dominated by anomalous processes

driven by turbulent fluctuations. The time scale of these turbulent fluctuations is

typically much faster than time scale of the transport and mean profile evolution.

Therefore, a numerically economic tokamak transport code should include a model

to represent the effects of anomalous transport on the mean profiles rather than

fully resolving the turbulent fluctuations. A cross flux surface transport model

of anomalous transport due to electrostatic fluctuations in magnetically confined

plasmas is the topic of this Chapter.

One of the difficulties in simulating tokamak plasmas is that there are many

different time and spatial scales that exist. The drift-kinetic equation [59] is a re-

duction of the full kinetic equation used to study phenomena in highly magnetized

systems where the time and spatial scales of interest are, respectively, much larger

than the gyration time and gyro-radius of each species. The gyro-kinetic equations

are an extension of the drift-kinetic equation that account for spatial scales com-

parable to the ion gyro-radius [60–62]. The time scale of electrostatic fluctuations

in magnetic confinement devices is much larger than that of the gyration time of

each species, but typically small compared to the mean parameter evolution time

69
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scale. Thus, the equation for the evolution of the time-averaged distribution func-

tion (averaged over the turbulence correlation time) due to anomalous processes,

and the corresponding equations for anomalous density and heat evolution, are

formulated in this work from the gyro-kinetic equation. However, for initial im-

plementation of the model into a numerical algorithm, the equations are analyzed

in the drift-kinetic limit and finite ion larmor radius effects are deferred to future

work.

The physics (or lack there of) really enters in how one chooses to model

the anomalous flux. The structure and parameters of the anomalous flux can be

determined from experimental data, from the results of numerical studies that fully

resolve the turbulent fluctuations, or from a theoretical basis. The anomalous

cross field flux in this paper is modeled in the conventional advective-diffusion

manner [15, 56, 63, 64] and, for testing purposes, designed to be able to match

typical transport models of density and heat in standard fluid transport models.

The model has been implemented in the 2D2V gyrokinetic code COGENT [55,65]

and results from several successful tests are presented.

5.1 Anomalous Electrostatic Transport

Consider the gyro-kinetic equation for the gyro-phase independent distribu-

tion function f(t,R, v∥, µ) in highly magnetized plasmas:

∂f

∂t
+

1

B∗
∥
∇R ·

(

B∗
∥Ṙf

)

+
1

B∗
∥

∂

∂v∥

(

B∗
∥ v̇∥f

)

= C, (5.1)

where Ṙ
(

v∥,R
)

= v∥b̂+U⊥ with U⊥ = U⊥
(

v∥, µ,R
)

the magnetic drift velocity,

v∥ is the parallel velocity coordinate, µ = 1

2
mv2⊥/B is the magnetic moment with

magnetic field magnitude B = |B| and species mass m, C represents the velocity

space collision operator, and B∗
∥
(

R, v∥
)

/m is the velocity space Jacobian. In the

electrostatic limit and with no background potential, B∗
∥ is defined as

B∗
∥ = B∗

∥
(

R, v∥
)

· b̂ = B +
mv∥
Ze

∇R × b̂ · b̂. (5.2)
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The absence of a phase space flux in the µ direction is a consequence of the con-

servation of a particle’s magnetic moment in strong magnetic fields (i.e. µ̇ = 0).

A more detailed description of Eq’s 5.1-5.2 can be found in [60–62].

An equation governing the mean time averaged distribution function is ob-

tained by first splitting the time-dependent quantities into a mean and oscillatory

part: g = ⟨g⟩+ g̃ where ⟨g⟩ ≡ 1

τc

∫ t+τc
t gdt with τc the turbulence correlation time,

and then time-averaging Eq. 5.1. By definition, ⟨g̃⟩ = 0. Time averaging Eq. 5.1

yields

∂ ⟨f⟩
∂t

+
1

B∗
∥
∇R ·

(

B∗
∥

〈

Ṙ
〉

⟨f⟩
)

+
1

B∗
∥

∂

∂v∥

(

B∗
∥
〈

v̇∥
〉

⟨f⟩
)

+
1

B∗
∥
∇R ·

(

B∗
∥

〈

˜̇
R⊥f̃

〉)

+
1

B∗
∥

∂

∂v∥

(

B∗
∥

〈

˜̇v∥f̃
〉)

= ⟨C⟩ . (5.3)

The brackets on the mean values can now be dropped for convenience and the time

averaged equation can be written in the following form:

∂f

∂t
+

1

B∗
∥
∇R ·

(

B∗
∥Ṙf

)

+
1

B∗
∥

∂

∂v∥

(

B∗
∥ v̇∥f

)

+∇ · Γa = C, (5.4)

where the last term on the left hand side represents the anomalous transport due

to the coupling of fluctuating quantities and is defined as

∇ · Γa ≡
1

B∗
∥
∇R ·

(

B∗
∥

〈

Ũ⊥f̃
〉)

+
1

B∗
∥

∂

∂v∥

(

B∗
∥

〈

˜̇v∥f̃
〉)

. (5.5)

For the purpose of analyzing and discussing the evolution of the time-averaged

parameters due to anomalous transport, all terms but the anomalous transport are

ignored and the following simplified governing equation is examined:

∂f

∂t
+∇ · Γa = 0. (5.6)

The contribution of the anomalous flux to the density n, parallel momentum M∥ =

nU∥, and heat Q = 3nT/2 evolution are determined by taking the density, parallel

velocity, and heat moments of Eq. 5.6. Due to finite gyroradius effects, the velocity

space moments of Eq. 5.1 are quite complicated [60]. However, in the small

gyroradius limit, k⊥ρ << 1, where k⊥ is the characteristic transverse gradient
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scale and ρ is the species gyroradius, the relevant velocity space moments of the

gyro-angle independent distribution function simplify to their conventional forms:

(

n, nU∥, nT
)

= 2π

∫ ∞

0

∫ ∞

−∞

(

1, v∥,
m

3
v

′2
)

f
B∗

∥

m
dv∥dµ, (5.7)

where v
′2 =

(

v∥ − U∥
)2

+ 2B
m µ. Note that this definition of pressure is only valid

when the drift velocity is small with respect to the thermal velocity, which is an

assumption used in deriving Eq. 5.1.

The evolution of the moments defined in Eq. 5.7 due to anomalous process

are determined by taking the corresponding velocity space moments of Eq. 5.6.

Care should be taken when computing these moments since the magnetic moment

µ is an independent variable in gyrokinetic coordinates. Therefore, the real space

divergence is taken at constant µ rather than at constant v⊥ and the resulting

equations are

∂n

∂t
+∇R · Γn = 0, (5.8)

∂M∥

∂t
+∇R · ΓM∥

=
〈

ñ˜̇v∥
〉

, (5.9)

∂Q

∂t
+∇R · ΓQ = ΓQ⊥

·∇Rln(B), (5.10)

where the anomalous particle, parallel momentum, and heat flux are defined as

(

Γn, ΓM∥
, ΓQ

)

≡ 2π

∫ ∞

0

∫ ∞

−∞

(

1, v∥,
m

2
v

′2
)〈

Ũ⊥f̃
〉 B∗

∥

m
dv∥dµ. (5.11)

The ”effective” source/sink of parallel momentum on the RHS of Eq. 5.9 and the

perpendicular heat flux ΓQ⊥
in the ”effective” source/sink of thermal energy in

Eq. 5.10 are defined respectively as

ΓQ⊥
≡ 2π

∫ ∞

0

∫ ∞

−∞

m

2
v

′2
⊥

〈

Ũ⊥f̃
〉 B∗

∥

m
dv∥dµ (5.12)

〈

˜̇v∥ñ
〉

≡ 2π

∫ ∞

0

∫ ∞

−∞

〈

˜̇v∥f̃
〉 B∗

∥

m
dv∥dµ. (5.13)
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The ”effecive” sink/source on the RHS of Eq. 5.10 is a result of the conser-

vation of magnetic moment. If the anomalous flux brings particles from a region of

lower magnetic field into a region of higher magnetic field, or vice a versa, then the

particles will gain, or lose, thermal perpendicular energy such that the adiabatic

moment remains the same. This term may not be too significant in transport

studies of the edge region of tokamaks, where the SOL width is typically small

compared to the major radius, but could be important in the core.

5.2 Anomalous Cross-Field Transport Model

The anomalous flux of the gyro-center distribution function that arises due to

the coupling of electrostatic fluctuations has a real space component (
〈

Ũ⊥f̃
〉

) and

a velocity space component (
〈

˜̇v∥f̃
〉

). The anomalous real space flux itself has two

components - a component that is normal to the magnetic field and lies in the plane

of the magnetic flux surfaces, and one that is normal to both the magnetic field

and the magnetic flux surfaces. Transport along field lines is typically much faster

than transport across field lines and so, to lowest order, the plasma parameters are

considered to be constant along magnetic flux surfaces. Moreover, it is this piece

of the anomalous flux that directly affects plasma confinement and is therefore of

the most interest. The simplified form of the anomalous transport considered here

is

Γa = ΓΨêΨ, (5.14)

where Ψ represents the direction normal to magnetic flux surfaces (see Fig. 5.1).

The goal is to model the anomalous cross field flux ΓΨ =
〈

ŨΨf̃
〉

in the

absence of fully resolving the turbulent fluctuations. The anomalous cross magnetic

flux surface flux is typically considered to be proportional to gradients of plasma

parameters across flux surfaces. Care should be taken when computing these

derivatives operating in a Gyrokinetic coordinate system where the independent

variable µ is implicitly a function of space. The gradients of parameters across flux

surfaces in a gyrokinetic coordinate system may be obtained by using the chain
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Figure 5.1: Example cross section of magnetic flux surfaces in tokamak. The unit

vector êΨ is always normal to the flux surfaces. R is the major radius, Z is the axial

dimension, and the toroidal magnetic field is normal to the Z-R plane.

rule of differentiation to transform the spatial gradients across flux surfaces to the

gyrokinetic coordinate system:

∇Ψ |v= ∇Ψ |µ +∇Ψ |v µ
∂

∂µ
= ∇Ψ |µ −

µ

B
∇ΨB

∂

∂µ
, (5.15)

where ∇Ψ ≡ ∂/∂xΨ/hΨ is the component of the real space gradient in the direction

normal to the magnetic flux surfaces.

Anomalous transport normal to magnetic flux surfaces is often not accurately

captured by assuming a flux that is only proportional to the gradients of plasma

parameters. The flux is considered to also have an advective component. There-

fore, the general form of the anomalous flux normal to flux surfaces is considered

to be a combination of convective and diffusive components:

ΓΨ = UΨf −DΨ∇Ψ |v f, (5.16)

where UΨ (R,v) and DΨ (R,v) are respectively the advection and diffusion coef-
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ficients. The coefficients UΨ and DΨ can be formulated from mathematical and

physical derivations, experimental data, data from simulations that fully resolve

the turbulence, or in such a way as to match some desired transport equations for

the density and heat fluxes. The latter approach is the most practical choice for

initial implementation and testing purposes and is the adopted approach in the

following sections.

5.3 Fluid Model

The particle and heat transport fluxes in collisional fluid and neoclassical

theories are driven by the cross flux surface gradients of density and temperature.

The general form is written as

−Γn = D11∇Ψn+D12n
1

T
∇ΨT, (5.17)

−ΓQ = D21T∇Ψn+D22n∇ΨT. (5.18)

The coefficients Dij form the transport matrix. In General, the transport matrices

are different for electrons, each ions species, and impurities. Also, the fluxes for

one species can depend on gradients of parameters of other species. However,

for simplicity in discussing the development of the model, only transport of one

species that depends on gradients of its own parameters is considered here. The

diagonal elements D11 and D22 are, respectively, known as the particle diffusivity

Dn and heat diffusivity χ. It should be mentioned that the cross flux surface fluxes

in neoclassical theory are averaged over the flux surfaces and actually depend on

gradients of the flux surface averaged density and temperature. However, the

fluxes in Eq.’s 5.17 and 5.18 are considered here to be in general varying along

flux surfaces. This is because the kinetic transport model, which is going to use to

match the fluid fluxes in Eq.’s 5.17 and 5.18, is to be used in a 2D2V kinetic code

where all parameters in general vary along the field line.

In order to use the general form of the anomalous cross field flux given in Eq.
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5.16 to reproduce the transport matrix given in Eqs 5.17-5.18, consider a diffusion

and convection coefficient of the following form:

DΨ = D0, (5.19)

UΨ =
Dn0

n
∇Ψn+

DT0

T
∇ΨT +

(

v
′2

v2th
−

3

2

)(

Dn2

n
∇Ψn+

DT2

T
∇ΨT

)

.(5.20)

The fluid transport matrix is found by taken the density and thermal energy mo-

ments of the kinetic flux (Eq. 5.16). With the coefficients defined above in Eq.’s

5.19 and 5.20, the corresponding fluid fluxes are

−Γn ≡ −
∫

v

ΓΨdv = (D0 −Dn0)∇Ψn−DT0

n

T
∇ΨT (5.21)

−ΓQ ≡ −
∫

v

mv
′

2
ΓΨdv =

3

2
(D0 −Dn0 −Dn2C4)T∇Ψn (5.22)

+
3

2
(D0 −DT0 −DT2C4)n∇ΨT,

where the constant C4 is defined as

C4 ≡
2

3nT 2

∫

v

(

1

2
mv

′2

)2

fdv−
3

2
. (5.23)

Note that C4 = 1 for a Maxwellian distribution function. The relation between

the transport matrix coefficients and the kinetic coefficients in matrix format is
⎡

⎢

⎢

⎢

⎢

⎢

⎣

D11

D12

D21

D22

⎤

⎥

⎥

⎥

⎥

⎥

⎦

+Dn0

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1

0

3/2

0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 0

0 −1 0 0

3/2 0 −3/2 0
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(5.24)

The parameter Dn0 is considered to be the free parameter used to insure that the

kinetic diffusion coefficient D0 is always greater than zero. Since the fluid transport

matrix coefficients are always greater than or equal to zero, this free parameter

is only needed for the special case when D11 is zero. This is purely a numerical

requirement since purely advective schemes are inherently numerically unstable
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with standard central finite difference schemes. This can also be remedied by using

upwinding schemes to model to advective portion of the kinetic flux. However, the

problem is treated numerically using the standard central finite differences and

interpolating schemes and defer more advanced schemes to future work. A Von-

Nuemman stability analysis of the transport model is given in Appendix C.

Neglecting the free parameter, the inverse relation is
⎡

⎢

⎢

⎢

⎢

⎢
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DT0
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DT2C4

⎤

⎥

⎥

⎥

⎥

⎥
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=
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⎜

⎜

⎜
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⎠
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⎢
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⎢

⎣
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D21

D22

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(5.25)

Note that C4 cannot be zero.

5.4 Verification Tests

The numerical model has been implemented into the 2D2V gyrokinetic code

COGENT. Results from several numerical simulation tests are presented in this

section to demonstrate that the kinetic transport model can correctly reproduce

results from fluid transport matrices. The equation for the steady state solution of

density from Eq. 5.8 with density flux defined in Eq. 5.17 with spatially invariant

coefficients and D11 ̸= 0 is

∂

∂xΨ

(

J

h2
ΨT

α

∂

∂xΨ

(nT α)

)

= 0, (5.26)

where J is the real space Jacobian, hΨ is the Ψ metric (i.e., if the magnetic flux

surfaces are perfectly toroidal, then xΨ = r, J = 2πrR, and hΨ = 1), and α =

D12/D11.

The steady state solution of the temperature requires some knowledge of

the distribution function so that ΓQ⊥
can be expressed in terms of ΓQ. If the

distribution function is isotropic about the mean velocity in velocity space, then

ΓQ⊥
= 2

3
ΓQ and the equation for the steady state solution of the temperature can
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be written as
∂

∂xΨ

(

J

h2
ΨB

2/3
ΓQ

)

= 0. (5.27)

Note that the factor of B2/3 in the denominator comes from the conservation

of magnetic moment, which acts to drive the plasma away from an isothermal

state when particles flux across regions of varying magnetic field strength. So, to

ensure that the plasma remains isothermal in the simulations and that Eq. 5.27

holds, the collision operator presented in the previous Chapter is applied to relax

the distribution to thermodynamic equilibrium. The distribution function for a

plasma in thermodynamic equilibrium takes the form of a Maxwellian:

fM =
n

(
√
πvth)

3
exp

(

−
v

′2

v2th

)

, (5.28)

where n = n (x) is the density, vth =
√

2T (x) /m is the thermal velocity. The

steady state solution of a heat flux of the form given in Eq. 5.18 for an isothermal

distribution function and D22 ̸= 0 reduces to

∂

∂xΨ

(

Jn1−β

h2
ΨB

2/3

∂

∂xΨ

(

nβT
)

)

= 0, (5.29)

where β = D21/D22.

A circular annulus of a torus is the geometry used in the verification testing.

The plane of the annulus is normal to the toroidal direction. The magnetic field

is assumed to scale with 1/R, where R = R0 + rcos(θ) is the major radius, such

as the main component of the magnetic field in a tokamak. The geometry of the

annulus is specified by the following parameters:

R0 = 1.7, rmin = 0.4, rmax = 0.8.

The initial density and temperature profiles are both taken to be in the form of

hyperbolic tangent functions and symmetric with respect to the poloidal angle.

Toroidal symmetry is implied since the test case is only an annulus of a torus.

Dirichlet boundary conditions on both the density and temperature are applied at

both the inner and outer radial boundaries. The fixed values at the boundaries

are taken to be the the values at t = 0.
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5.4.1 Test1: Purely Diffusive Kinetic Flux

For the first test, consider a purely diffusive kinetic flux with a constant

diffusion coefficient. The kinetic and corresponding fluid transport matrices are

−ΓΨ = D0

∂f

∂r
|v, (5.30)

−Γn = D0

∂n

∂r
, (5.31)

−ΓQ =
3

2
D0T

∂n

∂r
+

3

2
D0n

∂T

∂r
. (5.32)

The steady state solution of density for this case is

∂

∂r

(

rR
∂n

∂r

)

= 0 ⇒ n(r, θ) = n1 + (n2 − n1)
ln
(

rR1

r1R

)

ln
(

r2R1

r1R2

) , (5.33)

where the subscripts 1 and 2 refer to the values at the inner and outer radial

boundaries, which are technically at r1 = rmin−∆r/2 and r2 = rmax+∆r/2 where

∆r is the numerical grid spacing in the r-direction. Note that the solution reduce

to the steady state solution in a cylinder in the limit as R0 → ∞. The steady

state solution of the temperature is governed by Eq. 5.29 with β = 1. The results

of a numerical simulation of Eq. 5.6 with the flux specified in Eq. 5.30 are shown

in Fig. 5.2. The affect of the toroidal geometry is most evident in the left right

asymmetry of the steady state temperature profile (t → ∞) shown in the lower

right corner of Fig. 5.2. Both the flux surfaced averaged density and temperature

are seen to relax to the steady state solutions on the diffusive time scale.
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Figure 5.2: Relaxation of flux surface averaged density and temperature profiles for a

purely diffusive kinetic flux as specified in Eq. 5.30. The values for t → ∞ are the steady

state solutions. The diffusive time is defined as τD = (0.5(rmax − rmin))2/D0.

5.4.2 Test2: Purely Diffusive Transport Matrix

Consider a purely diffusive transport matrix (D12 = D21 = 0). The kinetic

and corresponding fluid transport matrices are

−ΓΨ = D11

∂f

∂r
|v −

(

v
′2

v2th
−

3

2

)(

D11

n

∂n

∂r
+

(

D11 −
2

3
D22

)

1

T

∂T

∂r

)

f,(5.34)

−Γn = D11

∂n

∂r
, (5.35)

−ΓQ = D22n
∂T

∂r
. (5.36)

The steady state solution of the density is the same as in Test 1 and the steady

state solution of the temperature is governed by Eq. 5.29 with β = 0. The heat

diffusivity χ = D22 is taken to be three times the particle diffusivity Dn = D11

for the numerical simulation of Eq. 5.6 with the flux specified in Eq. 5.34. The
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results are shown in Fig. 5.3. Notice that the flux surface average temperature

profile doesn’t fully relax to the steady state until the density has relaxed.
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Figure 5.3: Relaxation of flux surface averaged density and temperature profiles for

a purely diffusive fluid tranpsport matrix with kinetic flux specified in Eq. 5.34. The

values for t → ∞ are the steady state solutions. The diffusive time is defined as τD =

(0.5(rmax − rmin))2/D11.

5.4.3 Test3: Purely Conductive Plasma

Consider a plasma with no density evolution, but a diffusive heat coefficient.

The free parameter Dn0 needs to be used in this situation so that the central

finite difference scheme will be numerically stable. The simplest choice for the

free parameter Dn0 for this problem seems to be Dn0 = 2

3
D22. The kinetic and
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corresponding fluid transport matrices are

−ΓΨ =
2

3
D22

∂f

∂r
|v −

2

3

(

D22

1

n

∂n

∂r

)

f, (5.37)

−Γn = 0, (5.38)

−ΓQ = D22n
∂T

∂r
. (5.39)

The steady state solution of the temperature is again governed by Eq. 5.29 with

β = 0, but the steady state density profile is whatever the density is at t = 0.

Results from a numerical simulation of Eq. 5.6 with the flux specified in Eq. 5.37

that match the steady state profiles are shown in Fig. 5.4.

0.2

0.4

0.6

0.8

1
Flux Surface Averaged Density

0.45 0.55 0.65 0.75
0.5

0.6

0.7

0.8

0.9

1
Flux Surface Averaged Temperature

r 

 

t→∞
t=0
t=0.125τD

t=0.75τD

t=2.5τD

Density(t=0)
Z

−0.4

0

0.4

Density(t=2.5τD)

 

 

0.2

0.4

0.6

0.8

1

Temperature(t=0)

R

Z

1.3 1.7 2.1

−0.4

0

0.4

Temperature(t=2.5τD)

R
 

 

1.3 1.7 2.1
0.5

0.6

0.7

0.8

0.9

1

Figure 5.4: Relaxation of flux surface averaged density and temperature profiles for

purely conducting plasma with kinetic flux specified in Eq. 5.37. The values for t →

∞ are the steady state solutions. The diffusive time is defined as τD = (0.5(rmax −

rmin))2/D22.
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5.5 Conclusion

A model to represent the effects on mean parameter evolution in magnetic

confinement devices due to anomalous radial transport is proposed. The general

form of the model term is formulated from the gyro-kinetic equations and pre-

serves adiabatic moment. The anomalous flux is constructed in the conventional

advective-diffusive manner where the gradients are taken across flux surfaces. For

initial implementation and testing, the model has been formulated in such a way

that the moments of the anomalous flux can match typical fluid transport matrices.

To make the model more flexible, it is demonstrated how this can be accomplished

even if the distribution function is not Maxwellian. The model has been imple-

mented into the gyrokinetic code COGENT and several successful tests have been

performed using a circular annulus of a torus for the test geometry.

One of the main difficulty in anomalous transport studies is how to accurately

represent the anomalous flux. Ideally it should be based on theoretical understand-

ings, but, due to the complexity of turbulent transport, it is usually formulated

by matching the fluid moment profiles from experimental results. Fully turbulent

gyrokinetic studies, like those eventually to be done with COGENT, should give

more insight into the parameters that govern the anomalous advection and dif-

fusion coefficients. Furthermore, extension of the model to account for finite ion

larmor radius effects should also be considered for edge transport studies where

the ion gyroradius can be come comparable to the background gradient scales.

Also, from a numerical perspective, the mixed derivative term that arises due

to physically justifiable needs for the divergence and gradients to be calculated

with different parameters held fixed makes the problem inherently unstable using

explicit time integration. This was overcome in the work presented here by simul-

taneously solving the transport model with a 2V collision model that stabilized

the system. However, implicit integration and more advanced advection schemes

should eventually be considered [66, 67].



Chapter 6

Summary

The main goals of this Thesis work are to characterize and better understand

some of the features of plasma transport in the edge region of magnetic confinement

devices due to anomalous processes. This is accomplished through a combination

of analytical and numerical work. More specifically, the 3D effects of parallel

electron dynamics on plasma blobs are investigated, the drift wave instability in

an arbitrarily collisional plasma is analyzed, and a fully conservative Fokker-Planck

collision model for like-like species collisions along with an anomalous transport

model are formulated for kinetic codes.

The strong convective nature of plasma blobs bring dense clumps of plasma

across the SOL on time scales short with respect to the parallel loss time. This

can cause significant damage to the first wall of fusion devices and pollute the

core plasma. The standard 2D sheath limited theory of plasma blobs suggest that

plasma blobs in future larger devices will be just as much of an issue as they

are in current devices. However, a 3D analysis reveals that plasma blobs can be

dissipated on time scales short compared to their advective time scale by the drift

wave instability. The novel realization in coming to this result was recognizing

that the plasma blob itself can be considered a background with a density gradient

to feed the instability. The maximum drift wave growth rate compared to the

blob advection rate scales with the square root of the radius of the device and

84
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thus suggests that plasma blobs may not be as much as an issue in future larger

devices such as ITER. Furthermore, blobs with initially varying profiles along the

field line lead to a Boltzmann potential that acts as an additional sink of the

2D driving potential by spinning the blob. This spinning can greatly decrease the

blobs initial advection velocity when the Boltzmann potential becomes comparable

to the conventional 2D potential that drives the blob radially outward.

The results from the 3D analysis of plasma blobs were obtained using a re-

duced set of the collisional Braginskii equations under the assumptions of high

collisionality, isothermal electrons, and cold ions. However, the mode structure

and frequency of the dominant unstable drift wave modes that occurred on the

plasma blobs were found to be in parameter regimes that only marginally satisfied

the requirements for these assumptions. A linear dispersion relation obtained from

a kinetic treatment of the system was analyzed to see how the linear drift wave

dynamics would be altered due to finite electron mean free path, finite parallel

electron heat flow, and finite temperature ions. It was found that the maximum

growth rate was practically unchanged due to finite parallel electron heat flow and

weather or not the destabilizing mechanism was collisionless Landau damping or

collisional momentum exchange. The growth rate in both cases is on the order of

the fundamental drift wave frequency, which is independent of the destabilizing

mechanism. The only thing that changed was the parallel mode number corre-

sponding to the maximum growth rate. On the other hand, finite ion temperature

was found to decrease the maximum growth rate, as it decreased the fundamental

drift wave frequency, but, even in the extreme case where the ions are an order

of magnitude larger than the electron, the decrease was only by about a factor of

two. The main effect of finite ion temperature was to shift the perpendicular wave

number corresponding to the maximum growth rate from k⊥ρs ≈ 1 in the cold ion

case to k⊥ρi ≈ 1 for warm ions.

The Fokker-Planck collision operator with coefficients in the form of that for

Brownian motion is implemented as a model operator for like-like species collisions

in a plasma. It is demonstrated how the exact conservation of density, momentum,
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and energy can be obtained numerically with minimal computational effort. The

model is implemented into the gyrokinetic code COGENT and thermalization tests

demonstrate the ability of the operator to relax the distribution function to a

Maxwellian while conserving all moments. The maximum error in the distribution

function from a Maxwellian saturates to the corners of the velocity grid. The error

in the moments as the distribution function relaxes to thermodynamic equilibrium

are on the order of the machine accuracy and completely negligible.

A model to represent the effects of anomalous electrostatic fluctuations on

the mean profile evolution for gyrokinetic codes is formulated. The radial flux di-

vergence is taken at constant µ, reflecting the conservation of adiabatic invariance,

and the radial gradients of mean parameters are taken at constant velocity, reflect-

ing the flux surface gradient driven transport. The model is formulated so that the

fluid moments match typical models used in fluid codes. Several successful tests

in toroidal geometry are presented.

In closing, a 3D characterization of plasma blobs and a kinetic description of

anomalous cross field transport has been presented. I believe that the most relevant

issues going forward with a more complete 3D model of plasma blobs is to address

the role of parallel electron kinetics, finite ion larmor radius, and electromagnetic

effects. The important issues for future anomalous transport studies are the need

for implicit integration schemes, effects of finite ion larmor radius, and a more

accurate description of the anomalous flux based on results from fully turbulent

simulations.



Appendix A

Basic Physics of Linear Flute

Modes and Drift Waves

The basic mechanics of the 2D linear flute mode instability and the 3D linear

drift wave are demonstrated in Fig. A.1. Both modes are quasi neutral, elec-

trostatic, incompressible, and contain a background density gradient normal to a

magnetic field. The density oscillations in both cases are driven by an E×B drift

velocity associated with an electrostatic potential. The different nature between

these two linear modes is due to the different physics that sets the potential.

Linear flute modes are a 2D phenomenon that are analogous to the standard

Rayleigh-Taylor instability in fluid dynamics. ”Effective” gravity forces in the op-

posite direction of the background density gradient cause the electrons and ions to

drift normal to both the magnetic field and the background gradient, but opposite

to each other. If a density perturbation exist normal to the background gradient

and magnetic field, then the gravity forces polarize the perturbation and the re-

sulting electric field drives the higher density perturbations into the lower density

regions and vice versa. This mode is a purely growing mode and the growth rate

is wavelength independent.

For drift waves, it is assumed that there are no gravity forces, but there is
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Figure A.1: Fundamental picture of unstable stationary flute mode(left) and stable

traveling drift wave (right). The red isolines represent the higher density regions and

the blue isolines represent the lower density regions.

a small finite parallel wavenumber k∥ << k⊥. In the ideal situation where the

parallel conductivity of the plasma is infinite, the electrons will move freely along

the magnetic field lines due to the parallel pressure gradient and set up a Boltzmann

potential. The Boltzmann potential is positive at the higher density regions and

negative at the lower density regions. This potential leads to a stable wave that

travels in the electron diamagnetic direction with the electron diamagnetic drift

velocity. The drift wave is only stable in this most ideal case where the potential

is perfectly Boltzmann. Any finite resistance to the electrons as they move along

the field line will cause a deviation of the potential from a perfect Boltzmann and

make the modes unstable.



Appendix B

Derivation of Eq. 3.13

The derivation of the expression for ñe/n0 in terms of eφ̃/Te (Eq. (3.13))

from Eq. (3.10) is given here. It should be mentioned that the normalization used

here is for notational convenience only and is not the same as the normalization

used in the rest of the paper. Eq. (3.10) can be written as

f̃ =

[

(

1 +
α− ω̂∗

v̂∥ − α

)

eφ̃

Te
−

iν̂

v̂∥ − α

ñe

n0

−
iν̂
(

v̂2 − 3

2

)

v̂∥ − α

T̃

Te

]

n0exp [−v̂2]

(2πv2e)
3/2

, (B.1)

where α = ω̂ + iν̂, (ω̂, ν̂, ω̂∗) = (ω, ν,ω∗) /
(√

2vek∥
)

, and v̂2 =
(

v2r + v2∥

)

/ (2v2e).

The velocity space is taken in cylindrical coordinates. The zeroth moment of Eq.

(B.1) divided by n0 is

ñe

n0

= 2π

∫ ∞

−∞

∫ ∞

0

f̃

n0

vrdvrdv∥

= (1 + (α− ω̂∗)Z)
eφ̃

Te
− iν̂Z

ñe

n0

− iν̂

(

α +

(

α2 −
1

2

)

Z

)

T̃

Te
, (B.2)
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where Z = Z(α) is the plasma dispersion function. The second moment of Eq.

(B.1) divided by 2v2en0 is

3

2

(

ñe

n0

+
T̃

Te

)

= 2π

∫ ∞

−∞

∫ ∞

0

v2f̃

2v2en0

vrdvrdv∥

=
(

1 + α2
) ñe

n0

− iν̂Z
T̃

Te
+

∫ ∞

−∞

[

(

v̂∥ − α
)2

+ 2α
(

v̂∥ − α
)

]

[

(

1 +
α− ω̂∗

v̂∥ − α

)

eφ̃

Te

−
iν̂

v̂∥ − α

ñe
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−
iν̂
(

v̂2∥ −
1
2

)

v̂∥ − α

T̃

Te

⎤

⎦

exp
[

−v̂2∥

]

√
π

dv̂∥

=
(

1− iν̂α + α2
) ñe

n0

− iν̂Z
T̃

Te
+

(

1

2
− αω̂∗

)

eφ̃

Te
. (B.3)

The temperature fluctuations can be removed by combining Eq. (B.2) and Eq.

(B.3) and the result may be written as

ñe

n0

=

[

(1 + (α− ω̂∗)Z)
(

3
2
+ iν̂Z

)

+ iν̂
(

ω̂∗α− 1
2

) (

α +
(

α2 − 1
2

)

Z
)

(1 + (α− ω̂)Z)
(

3

2
+ iν̂Z(α)

)

+ iν̂
(

ω̂α− 1

2

) (

α +
(

α2 − 1

2

)

Z
)

]

eφ̃

Te
.

(B.4)

This result is equivalent to Eq.(3.13).



Appendix C

Numerical Stability of 3D

Advection-Diffusion with Mixed

Derivative

The anomalous cross field flux combined with the drag-diffusion collision op-

erator is essentially a 3D advective and diffusive problem with the addition of a

mixed derivative term. To see how this mixed derivative alters the conventional

stability restraints for the multidimensional advection-diffusion problem with cen-

tral differencing and interpolation, a Von Neumman stability analysis is performed.

Consider a simple 3D planer geometry where the governing equation takes the fol-

lowing form:
∂f

∂t
=

∂

∂xi

[

Di
∂f

∂xi
− Uif

]

−
∂

∂x

[

yDx

B

∂B

∂x

∂f

∂y

]

, (C.1)

where summation notation is implied, Di is the diffusion coefficient in the ith

dimension, and Ui is the convection coefficient in the ith dimension. The standard

Von Neumman stability analysis of Eq. C.1 yields the following Fourier mode

amplification factor:

G(θx, θy, θz) =

[

1− 4

(

αi sin
2 θi
2

)

+ β sin θx sin θy

]

− j [ci sin θi] , (C.2)
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where j =
√
−1 and θi = kihi with hi, ki respectively the numerical grid spacing

and wavenumber in the ith dimension. The coefficients αi, β, and ci are defined as

αi =
Di∆t

h2
i

, β =
D∆t

hxhy

y

B

∂B

∂x
, ci =

Ui∆t

hi
. (C.3)

αi and ci are respectively the diffusion number and the Courant number in the ith

dimension.

The numerically stability of Eq. C.1 using central finite difference and inter-

polation schemes requires that |G(θx, θy, θy)| be less than unity for all finite values

of θx, θy, and θz:

|G| =
[

1− 4

(

αi sin
2 θi
2

)

+ β sin θx sin θy

]2

+ [ci sin θi]
2 < 1. (C.4)

The condition for stability when all values of θ = ±π gives the standard multidi-

mensional diffusion condition:

αx + αy + αz <
1

2
. (C.5)

Stability conditions for all other wavelengths is determined by recognizing that

|G(0, 0, 0)| = 1 and corresponds to the maximum value when the following 2nd

derivative test restraints for a function of three variables are satisfied:

c2x
αx

< 2,
c2y
αy

< 2,
c2z
αz

< 2, (C.6)

2βcxcy
αxαy

+
c2x
αx

+
c2y
αy

+
c2z
αz

< 2−
β

2αxαy

(

β −
c2z
αz

)

. (C.7)

Note that the RHS of Eq. C.7 is independent of∆t and reduces to the conventional

restraint when β = 0. Also note that if cy = αy = 0, then the stability condition

in Eq. C.7 reduces to β2 < 0 and the system is never stable.
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